
D4FLY multimodal biometric database: 
multimodal fusion evaluation envisaging 
on-the-move biometric-based border 
control 
Conference or Workshop Item 

Accepted Version 

Chen, L., Boyle, J. ORCID: https://orcid.org/0000-0002-5785-
8046, Danelakis, A., Ferryman, J., Ferstl, S., Gicic, D., 
Grudzień, A., Howe, A., Marcin, K., Mierzejewski, K. and 
Theoharis, T. (2021) D4FLY multimodal biometric database: 
multimodal fusion evaluation envisaging on-the-move 
biometric-based border control. In: 2021 17th IEEE 
International Conference on Advanced Video and Signal 
Based Surveillance (AVSS), 16-19 NOV 2021, Virtual. doi: 
https://doi.org/10.1109/AVSS52988.2021.9663737 Available at
https://centaur.reading.ac.uk/101891/ 

It is advisable to refer to the publisher’s version if you intend to cite from the 
work.  See Guidance on citing  .

To link to this article DOI: http://dx.doi.org/10.1109/AVSS52988.2021.9663737 

All outputs in CentAUR are protected by Intellectual Property Rights law, 
including copyright law. Copyright and IPR is retained by the creators or other 

http://centaur.reading.ac.uk/71187/10/CentAUR%20citing%20guide.pdf


copyright holders. Terms and conditions for use of this material are defined in 
the End User Agreement  . 

www.reading.ac.uk/centaur   

CentAUR 

Central Archive at the University of Reading 
Reading’s research outputs online

http://www.reading.ac.uk/centaur
http://centaur.reading.ac.uk/licence


D4FLY Multimodal Biometric Database: multimodal fusion evaluation
envisaging on-the-move biometric-based border control

Lulu Chen1, Jonathan Boyle1, Antonios Danelakis2, James Ferryman1, Simone Ferstl3, Damjan Gicic3,
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Abstract

This work presents a novel multimodal biometric

dataset with emerging biometric traits including 3D face,

thermal face, iris on-the-move, iris mobile, somatotype and

smartphone sensors. This dataset was created to resemble

on-the-move characteristics in applications such as border

control. The five types of biometric traits were selected as

they can be captured while on-the-move, are contactless,

and show potential for use in a multimodal fusion verifica-

tion system in a border control scenario. Innovative sensor

hardware was used in the data capture. The data featur-

ing these biometric traits will be a valuable contribution to

advancing biometric fusion research in general. Baseline

evaluation was performed on each unimodal dataset. Mul-

timodal fusion was evaluated based on various scenarios

for comparison. Real-time performance is presented based

on an Automated Border Control (ABC) scenario.

1. Introduction
A biometric system uses physiological and/or be-

havioural traits of individuals to recognise their identities.
Unimodal biometric systems rely on the evidence from a
single biometric trait. Multimodal biometric systems use
more than one biometric trait and are expected to be more
reliable due to combining multiple fairly independent bio-
metric characteristics [11] by applying specific data fu-
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sion schemes. Advantages of using multimodal biometric
systems over unimodal biometric systems have been dis-
cussed in the literature [20], including overcoming the lim-
itations from noisy data, non-universality, intra-class varia-
tions, inter-class similarities and presentation attacks.

The EU H2020 project D4FLY focuses on enhancing the
quality and efficiency of identity verification across a range
of border crossing types. One of the main objectives of the
D4FLY project is to improve the quality of biometric verifi-
cation and reduce time spent by travellers and border staff in
engaging with the verification process. Enabling a real on-
the-move border crossing experience for travellers is essen-
tial to achieve the goal. Most current commercial biometric
verification systems are deployed based on static data cap-
ture using the common biometrics, i.e. 2D face, fingerprint
or iris. The D4FLY project explores and assesses the poten-
tial of using emerging modalities that are less intrusive and
contactless allowing travellers to walk through the biomet-
ric verification system without stopping.

The design of the D4FLY biometric verification corri-
dor concept is illustrated in Figure 1. The traveller walks
through the corridor area and multiple biometric traits are
captured without the traveller needing to stop. The green
arrows show the traffic flow from the entrance to the exit
of the corridor. The yellow box represents the sensor suite
where all biometric sensors (except the smartphone sensors)
are integrated together and is positioned facing the traveller
entering the corridor. The zigzag-shaped design is to ensure
optimal biometric acquisition, i.e. the biometric sensors can



capture good frontal images of the person. The smartphone
will be carried by the traveller and the continuous smart-
phone sensor-based verification process is completed prior
to the traveller entering the corridor. The NFC reader is
used for communication between the corridor system and
the smartphone. Before the traveller exits the corridor, a fi-
nal decision is calculated as to whether the traveller should
be subject to further manual checks or else is eligible for
entry.

Figure 1. D4FLY design of the on-the-move biometric verification
corridor for border control

Innovative sensors were also developed in the project to
ensure the quality of the on-the-move biometric data cap-
ture. In the D4FLY dataset, most of the modalities collected
are acquired in both static and walking scenarios which
will be useful for research in both areas and in compara-
tive study. While there is work remaining that focuses on
optimising the current deployed biometric modalities, as-
sessing the potential of using emerging modalities and in-
novative sensor hardware is a crucial part of the project
and hence motivated the creation of the D4FLY multimodal
dataset. To ensure maximum security and biometric veri-
fication accuracy, multimodal fusion is the central compo-
nent that combines all the novel biometric systems. Mul-
timodal biometric fusion can reduce biometric verification
error rates (False Match rate and/or False non-Match rate)
and improves resilience to presentation attacks. It can also
be applied to reduce failure-to-acquire/enrol rates whilst in-
creasing the verification throughput which is the other im-
portant aspect for a border control system.

The main contributions in this work include: 1) A novel
on-the-move multimodal biometric dataset; 2) Baseline
evaluation on the unimodal biometrics; 3) Multimodal fu-
sion evaluation based on different scenarios. The main ob-
jective is to provide baseline results for the created dataset,
as well as to assess the potential of how these emerging
biometric modalities can perform in real-life scenarios and
their contribution to a multimodal fusion system. The rest
of the paper is organised as follows: Section 2 compares

the D4FLY dataset with existing multimodal datasets. Sec-
tion 3 introduces the details of D4FLY multimodal biomet-
ric dataset. Section 4 describes the evaluation methods for
both unimodal and multimodal fusion. The evaluation re-
sults for both unimodal and multimodal fusion based on dif-
ferent scenarios are presented in Section 5.

2. Related work
In the current state of border control, face, fingerprint,

and iris are the three biometrics that are considered in In-
ternational Civil Aviation Organization (ICAO) standards
for Machine Readable Travel Documents (MRTD). Face is
the essential biometric trait, while additional data can be
provided to the verification processes by including multiple
biometrics in their travel documents, i.e. a combination of
face and/or fingerprint and/or iris.

Dataset Biometric traits Number sub-
jects

D4FLY
(2021)

3D face, thermal face, iris on-
the-move, iris mobile, soma-
totype, smartphone sensors

31 (1 session)

PROTECT
(2018)

2D face, 3D face, thermal
face, iris, periocular, hand
vein, finger vein, voice, an-
thropometrics

47 (Session 1)
38 (Session 2)

Biosecure-
BMDB
(2010)

Face, fingerprint, hand,
voice, iris, face talking/still,
signature, handwriting,
keystroking

400 users
(4 sessions)

MBioID
(2007)

Face (2D, 3D), fingerprint,
iris, signature, voice

120 users
(2 sessions)

JMBDC
(2007)

Iris, face, voice, fingerprint,
hand geometry and palm print

270 users

BIOMET
(2003)

Face (2D, 3D), voice, finger-
print, hand shape and signa-
ture

91 users
(3 sessions)

Table 1. Comparison of existing multimodal biometric dataset

There are a variety of existing multimodal biometric
datasets such as Biosecure-BMDB, MBioID, JMBDC and
BIOMET (Table 1) which all contain a large number of bio-
metric traits (six or more). However, most of these datasets
contain more traditional biometrics and were collected in a
conventional capture environment (e.g. an office setup). The
more recent PROTECT Multimodal database [5], which is
also created under a border control application setting, con-
tains on-the-move biometric capture (i.e. 2D face, perioc-
ular and anthropometrics), however, the rest are still static
(i.e. finger/hand vein, thermal/3D face and iris) as per the
requirements of the PROTECT border scenarios.

The U.S. Department of Homeland Security (DHS) Sci-
ence and Technology Directorate (S&T) has hosted a series



Figure 2. Sample images from the D4FLY multimodal dataset: rendered 3D face, thermal face, iris on-the-move, iris mobile, somatotype

Biometric Description Scenario Number of samples per subject Data format
3D face 3D facial meshes Static/ Walking 2 samples .ply files
Thermal face Image sequences Static/ Walking 1000-2000 images (640×512) .bmp
Iris on-the-move NIR images Static/ Walking 5 images (640×480) per eye

On-the-move: 20 dual-eye images
.png and
.bmp

Iris mobile NIR images Static 5 images per eye (640×480) .raw and .jpg
Somatotype RGB images Static/ Walking 3 images (1920×1080 pixels) .jpg
Smartphone sensors Sensor readings Walking 5 sessions, 3 repeats per session .txt

Table 2. List of biometric traits included in the dataset

of Biometric Technology Rallies since 2018 that aimed to
challenge current biometric technologies in operational set-
tings. The most relevant to this work are the 2018 and 2019
challenges [9, 6] that focussed on use cases such as traveller
identification in a high-throughput security environment us-
ing an unmanned system for face and iris recognition (fin-
gerprint was additionally included in 2019). The Biomet-
ric Technology Rally environment setting is similar to the
D4FLY project concept, however, only the three traditional
biometrics were tested in the rally and the data is only avail-
able to each participant using their own system.

This D4FLY dataset contains a set of novel biometrics
that have not been broadly applied in the context of bor-
der control. Moreover, this dataset focuses on on-the-move
data capture, despite it containing a relatively small num-
ber of subjects compared to the previous works. To the au-
thors’ best knowledge, this is the first multimodal biometric
dataset where all types of biometric traits were captured on-
the-move. The dataset has been made publicly available and
can be downloaded via D4FLY website [1].

3. Multimodal biometric dataset
Six modalities including 3D face, thermal face, iris (2

types), somatotype, and smartphone sensors were captured
for the dataset. Iris was captured in two different settings:
iris on-the-move capture and iris mobile which used a com-
pact portable iris scanner. As this work focusses on on-the-

move multimodal biometric fusion analysis, iris mobile is
not included in the evaluation, however, the description of
the data is provided. Table 2 lists all the modalities in the
dataset and their corresponding data format.

Figure 3. Subject age distribution in 10-year intervals

3.1. Dataset acquisition setup
Each modality was recorded with dedicated equipment

setup as described below. All biometrics except iris mobile
have been captured with an on-the-move scenario to align
with the D4FLY project concept. Each subject attending
the data capture had all six types of biometrics captured.

3.2. Dataset characteristics
The dataset consists of a total number of 31 subjects. The

set of subjects included diverse age, gender, and ethnicity



background. The age interval was from 19 to 64. The age
distribution is depicted in Figure 3. The gender distribution
is: male (58.1%), female (38.7%), and non-binary (3.2%).
Figure 2 shows some sample images of the collected data.

4. Experiment setup: unimodal and multi-
modal evaluation

This section describes the baseline evaluation for each
unimodal biometric dataset (a brief description and methods
used) and the evaluation protocol for the multimodal fusion.

4.1. Unimodal evaluation methods
3D face The 3D face dataset contains two 3D facial

model captures for each identity: one static, and one on-
the-move. The data were captured using a single innovative
Raytrix R26 monochromatic light-field camera, equipped
with a ZEISS Interlock 2/135 lens. Initially, for both
the static and the on-the-move scenarios, multiple captures
were recorded but only the one with the best quality was re-
tained. The best quality capture was manually selected us-
ing the RxLive 5.0 Raytrix Software. During each capture,
the subjects were looking directly towards the camera. In
general, as expected, the static captures were of better qual-
ity than the on-the-move captures. For baseline evaluation,
the static captures were used as the gallery samples, while
the on-the-move captures were used as the probe samples.
An optimised variation of the UR3D-C method [16] was
implemented for evaluating the verification performance.

Thermal face Visible 2D face and thermal face were
captured simultaneously for the purpose of thermal to visi-
ble face recognition. Due to privacy protection requirement,
only the thermal faces are included in the dataset. Face in
frontal position and with head turning slightly left and right
were captured while the person was walking towards the
camera. Thermal face images were acquired using a FLIR
A65 thermal camera. Visible face images were acquired
using a Basler acA2040-90uc camera with a 16mm focal
length. Distance from subject to cameras is 1.5 metres. 20
thermal images from the recorded image sequence were se-
lected for each subject (20 visible face images were also se-
lected) for the evaluation, where 10 images present the face
in the frontal position. For baseline evaluation, face detec-
tors [12] were firstly applied for pre-processing the thermal
and visible images, respectively, and are based on a Faster
R-CNN architecture [18] using a ResNet-50 neural network
model [7]. The feature extraction is performed using a Mo-
bileNetV2 network model [22], which has previously been
trained, inter alia, on several datasets. The experiments are
conducted in accordance with the leave-one-out cross vali-
dation for splitting ratio of dataset with 80% for the train-
ing data and 20% for the test data, i.e. 4 thermal images
were matched against all 4 visible face images. The train-

ing and test data each consists of two sets. The first set can
be considered as the genuine class, and combines two vec-
tors from the same person. The second set is the imposter
set, and the two vectors are extracted from different people.
Each combined feature vector is a concatenation of two fea-
ture vectors extracted from separate images. The decision
function used for experiments is based on the Support Vec-
tor Machines (SVM) algorithm [17]. The obtained results
for the five-fold cross-validation are averaged.

Iris on-the-move Both enrolment and verification im-
ages were captured for the iris-on-the-move scenario. The
enrolment images were captured using a commercial IrisID
device with the subjects standing still at a close distance
from the sensor. From each subject 5 high quality enrol-
ment images were recorded for each eye. For the iris on-
the-move verification, an iris camera system developed by
Raytrix was employed. The camera system is comprised
of three identical 20MP sensors combined with lens optics
featuring three different focal lengths (75mm, 50mm and
35mm) and Near Infra-Red filters. For illumination an ar-
ray of 24 high power flashing LEDs emitting NIR light were
positioned on top of the camera system. To simulate the
on-the-move scenario the subjects were asked to walk at a
normal pace along a straight trajectory towards the cam-
era system starting at a distance of 1.8m. whereby dual-
eye images were recorded at 10 frames per second. For the
presented multimodal dataset, 5 of the resulting verification
images were selected for each user. Iris templates were ex-
tracted from both enrolment and verification images. All
enrolment templates were matched against all verification
templates. For template extraction, as well as for template
matching, software from Neurotechnology VeriEye SDK
was employed. A separate eye detection algorithm from
OpenCV [2] was applied.

Somatotype Somatotype defines a body type classifica-
tion methodology and focusses on the measurement of the
structural aspects of the human body. A person’s somato-
type can be determined from full-body images that can be
captured at a distance on-the-move [3]. The somatotype
dataset contains two static, and one on-the-move somato-
type capture for each identity, giving three somatotype cap-
tures in total for each identity. A high-resolution camera,
which was set up along the length of the recording area,
was utilised. One of the static captures is recorded from
the frontal view of the individual, while the second static
capture is recorded from the side view. The on-the-move
capture is recorded from the side of the individual. For the
baseline evaluation, only the side captures were used. More
specifically, static side captures were used as the gallery
samples, while the on-the-move side captures were used as
the probe samples. A Siamese deep learning network, op-
timized for extracting somatotype-related features [3], was
implemented for evaluating the verification performance.



Smartphone sensors Person verification based on
smartphone sensor for border control is relatively unex-
plored in the literature. To investigate the potential using
smartphone sensors for verification, a smartphone sensor
dataset has been collected, including accelerometer, gyro-
scope, magnetometer, barometer, and luminosity. The sen-
sors were continuously read through each recording session
using a developed Android app. Users were asked to walk
continuously at their normal pace with the phone in a de-
fined position (phone held in hand, making a call, phone in
trousers’ pocket, reading the screen, and switching between
the other activities freely) to mimic the scenario of a trav-
eller walking to the border control point after disembarking
the plane. Each session is repeated three times and lasts
30s or 60s depending on the session parameters. For the
baseline evaluation, the smartphone sensor data are firstly
pre-processed with re-sampling and noise reduction. Con-
sidering the nature of the smartphone sensor data, which
are multi-axis time-series data, a Long Short-Term Mem-
ory (LSTM) [8] based network has been applied for learn-
ing and extracting motion features on combined accelerom-
eter and gyroscope data. The network was trained using the
HMOG dataset [24] and evaluated on the unseen D4FLY
dataset.

Iris mobile Iris was also captured using a commercial
compact portable iris scanner IriShield MK212OU con-
nected to an Android smartphone. Five images were cap-
tured for each eye per user. Considering this is the same
biometric trait with iris on-the-move and it is the only one
that is not suitable for on-the-move capture, it has been ex-
cluded from the evaluation in this work. However, the data
is included in the D4FLY multimodal dataset.

4.2. Multimodal biometric fusion
Multimodal biometric fusion that combines multiple

sources of biometric information has been widely investi-
gated in the literature in the past to improve confidence and
accuracy in a biometric recognition system over a single
biometric recognition system [4, 13]. The fusion of evi-
dence from various biometric modalities can be performed
at sensor level, feature level, score level and decision level
[20]. Score-level fusion has been more widely applied in all
biometric fusion applications and is generally preferred be-
cause it offers the best trade-off in terms of the information
content and the ease in fusion [15].

Score level fusion combines multiple matching scores
using a fusion scheme to form a single score which is used
to make the final decision. The selection of the fusion
method can depend on various factors, including the appli-
cation area, the modality types and their score distributions,
and the amount of data available for learning, etc. [20].

In the D4FLY project, multiple biometric traits of the
traveller are captured through the biometric corridor while

the traveller approaches the exit. Each unimodal biometric
system compares their captured biometric data on-the-move
with the corresponding templates obtained at the enrolment
stage. All the matching score outputs are then combined
to produce a final single result before the traveller exits the
corridor. Therefore, a fusion scheme that is fast and robust
is important in this border control scenario. A score-level
fusion process was applied for the fusion evaluation using
the multiple biometric traits collected in the dataset.

Score Normalization In score level fusion, selection of
a normalisation scheme is an important step for obtaining
reliable performance [14] due to the match scores from indi-
vidual modalities potentially being heterogeneous, e.g. the
output score from a specific modality may be either a dis-
similarity measure or a similarity measure; individual match
scores may not be on the same numerical scale; or indi-
vidual match scores may present different statistical dis-
tributions and hence induce thresholds at different scales.
Therefore, it is essential to transform the individual scores
into a common domain prior to combining them [10]. Nor-
malisation methods have been previously investigated and
compared in various works [19, 23, 25]. The Hyperbolic
Tangent (tanh) normalisation has been proven to be robust
to outliers and highly efficient in general compared to other
methods (min-max, z-score, median/median absolute devi-
ation (MAD) and double sigmoid function, etc.) [25]. The
tanh calculation (Eq. 1) requires two pre-calculated statis-
tics on a known dataset: SG

µ is the mean average of all
genuine match scores (TP (True Positive) + FN (False Neg-
ative)), and SA

� is the standard deviation of all scores for
the known dataset. This provides a final score with posi-
tive match scores being centred around 0.5 with a standard
deviation of 0.01.
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2
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Score-level fusion The score-level fusion can be per-
formed using different methods, such as fusion rule based
approaches (e.g. sum rule, user weight, min or max rule)
and classification based approaches (where a classifier is
trained using a feature vector combining all the individual
matching scores) [13, 25]. Extensive study has suggested
that fusion rule based approaches perform better than clas-
sification approaches [21].

F =

PN
n=0 S

0
n

N
(2)

The sum-rule fusion is a simple yet efficient approach
for fusing multiple score values. In this work, the sum-
rule fusion is applied to combine the output from individ-
ual modalities following a tanh score normalisation to deter-
mine the final fused score F in Eq. 2, where, S’ is the nor-



malised match score calculated from nth unimodal recogni-
tion output, and N is number of available unimodal biomet-
ric recognition systems (i.e. number of available scores).

5. Results and discussion
The results for both unimodal recognition and multi-

modal fusion are presented and discussed in this section.
The metrics used for assessing the performance are Equal
Error Rate (EER), FMR1000, and ZeroFMR (defined upon
False non-match rate (FNMR)) (ISO/IEC 19795-1:2021).
EER is estimated at when FMR = FNMR. FMR1000 is
the lowest FNMR for FMR  0.1%; and the ZeroFMR is
given by the lowest FNMR for FMR = 0%.

5.1. Unimodal verification results

Evaluation methods for each unimodal biometric were
briefly described in Section 4.1. Table 3 presents the perfor-
mance of each individual unimodal biometric verification
system. The best results are given by the thermal-to-visible
recognition system followed by the iris on-the-move. The
two real-time on-the-move face and iris-based recognition
systems have shown both good quality data capture and ver-
ification performance. Compared with these traditional bio-
metric types, somatotype and smartphone sensors are the
two worst performing modalities, which is understandable
as human movement/behaviour has more degrees of free-
dom hence more difficult to model. The poor results from
smartphone sensor-based recognition system also suggests
the large variations generated in the dataset, in particular,
the decision to vary the position of the phone to better em-
ulate a range of passenger behaviours, has introduced ad-
dition challenges for recognising the uniqueness amongst
identities due to the output signals being highly sensitive to
the sensor location.

Biometric Trait EER FMR1000 ZeroFMR
3D face 25.81 70.97 96.77
Thermal face 13.49 31.94 31.94
Iris on-the-move 18.42 40.00 48.86
Somatotype 36.74 91.93 91.93
Smartphone sensors 46.99 98.51 99.91

Table 3. Unimodal biometric benchmark verification results (in %)

5.2. Multimodal fusion results

As introduced in Section 4.2, tanh normalisation was ap-
plied to the match scores from each individual modality
followed by a sum-rule score-level fusion. As mentioned
in Section 4.1, some biometrics have fewer samples hence
matching results, the multimodal fusion evaluation was per-
formed using all the combinations from all the available

unimodal results. The best set of results from each uni-
modal system was used for fusion, if n-fold validation was
used for that modality. All users are represented in each
unimodal result. The fusion was evaluated in two parts.

Figure 4. DET curves of each individual biometrics

Firstly, the multimodal fusion was evaluated based on
different on-the-move biometric fusion scenarios including
iris and thermal face, iris and 3D face, thermal face and 3D
face, smartphone sensor and somatotype, and all biomet-
rics. Figure 5 shows the Detection Error Tradeoff (DET)
curves comparing the fusion results from the defined sce-
narios. The detailed performance is listed in Table 4.

As the dataset was captured in a similar environment
setup to the PROTECT walk-through scenario [5], it is natu-
ral to compare the multimodal fusion performance, despite
that different data are used for the two systems. D4FLY
presents higher error rates in its fusion results than the PRO-
TECT walk-through scenario, however PROTECT’s under-
lying fused biometrics are primarily 2D (visible and near
infra-red) face plus anthropometrics. Even the 3D face in
PROTECT was implemented as multi-view 2D image pro-
cessing of a light-field capture, whereas D4FLY performs
recognition on the 3D face. Additionally, D4FLY system
aims at obtaining a result within 4-5 seconds for all bio-
metrics, whereas PROTECT’s 3D face capture could not be
achieved under the intended operational conditions, and is
not suitable for deployment in a real border scenario.

In the D4FLY results presented in Table 4, the iris and
thermal face combination achieved a comparable result to
the best combinations in PROTECT and could be performed
in a real border control setting. The performance in terms
of processing time will be discussed below.

In the second part, the multimodal fusion was evaluated
using the leave-best-n-out scheme. The performance of uni-
modal biometrics was sorted based on their EER rate and
ZeroFMR/FMR1000, respectively, however, they are con-
sistent in these evaluation results. Fusion was then cal-
culated with excluding the n-best performing modalities,
where n = 0; ...;N�1, with N=5. Figure 6 illustrates the
DET curves of the results showing the impact from fusion.



Figure 5. Multimodal fusion results based on different fusion sce-
narios

Scenario EER FMR1000 ZeroFMR
ALL 7.01 27.39 48.57
Iris+Thermal face 2.08 8.54 16.76
Iris+3D face 11.90 32.90 40.00
Iris+Somatotype 18.24 41.50 46.82
3D face+Somatotype 25.81 75.81 75.81
Somatotype+Smartphone 38.19 98.29 99.89

Table 4. Fusion results based on different scenarios (in %)

This work has a particular focus for border control ap-
plications, thus, processing time is also a crucial metric in
the D4FLY scenario as described in Section 1 to ensure a
high throughput from large volumes of travellers. Table 6
summarises the performance for each unimodal biometric
recognition system and the multimodal fusion system in
terms of processing time for both data capture and verifi-
cation.

It takes about 5 seconds for an average person to walk
through the corridor area, thus a fusion decision combin-
ing all biometric results must be produced within this short
period. Four individual biometric traits are captured contin-
uously on-the-move for 2-3 seconds as soon as the person
enters the corridor. Smartphone sensor capture is initiated
when the traveller disembarks from plane and completes
with a verification result prior to the traveller entering the
corridor. As shown in the table, individual biometric ver-
ification for the four corridor biometric traits can be com-
pleted within 4 seconds or even faster. The multimodal fu-
sion process takes less than 50ms including networking and
communication processes. This demonstrates that a sys-
tem using these contactless biometric traits can achieve real-
time on-the-move traveller verification based on the D4FLY
biometric corridor design.

6. Conclusions
A novel multimodal biometric dataset has been intro-

duced in this work that has been collected specifically in
on-the-move scenarios for border control applications. To
the authors’ best knowledge, this is the first multimodal bio-

Figure 6. Multimodal fusion results based on leave-best-n-out fu-
sion scheme

Best-n-out EER FMR1000 ZeroFMR
ALL 7.01 27.39 48.57
Best-1-Out 17.04 53.28 63.65
Best-2-Out 30.21 94.27 98.12
Best-3-Out 38.19 98.29 99.89

Table 5. Leave-n-best-out fusion results (in %)

Biometric Data capture Verification
3D face Continuous data acquisi-

tion for 2s (10 captures)
⇠4s

Thermal
face

Continuous data acquisi-
tion for 3s

0.7⇠3s

Iris on-the-
move

Continuous data acquisi-
tion for 3s (⇠100 captures)

<1s

Somatotype Continuous data acquisi-
tion for 2s (3 captures)

⇠0.9s

Smartphone
sensors

Continuous data acquisi-
tion for 5-10s

5⇠10s

Fusion Average person takes ap-
prox. 5s to walk through
the biometric corridor

<0.05s

Table 6. Time performance for real-time D4FLY border control
process

metric dataset where all collected biometric traits have been
captured in on-the-move scenarios. Innovative sensors were
used in collecting the data and the emerging biometric traits
are believed to bring novelty and value to research in both
unimodal and multimodal biometric recognition, especially
on-the-move biometric recognition.

Baseline evaluations on individual modalities were per-
formed and presented in this work. Some of the biomet-
rics traits have shown promising results especially with an
objective towards real-time operations, such as thermal-to-
visible face recognition and iris on-the-move. With novel
sensing technology for data capture and 3D face recognition
algorithm, 3D face recognition has achieved very promising
results within the desired time constraints for the D4FLY
border control scenario. To the authors’ knowledge, this



is the first time that a 3D face verification method is as-
sessed on data captured in a real life scenario. Existing
methods were evaluated on publicly available datasets con-
taining post-processed data, captured in a controlled envi-
ronment (e.g. standardised facial expressions, movement,
lighting, pose, etc.). It is expected that there will be a sig-
nificant margin for further improvement in this previously
unexplored scope.

Somatotype and smartphone sensors have shown poor
unimodal recognition results, however, as in general human
movement/behaviour related characteristics are more chal-
lenging and sensitive to intra-subject variations. Especially
in the case of the smartphone sensor dataset, where vari-
ations in phone positions throughout each walk may have
added unexpected challenges to an already demanding task
and in the future work these considerations should be taken
into account.

Multimodal biometric fusion is the key to obtaining more
robust verification results whilst overcoming the limitations
of unimodal recognition systems. From the evaluation, it
can be observed that the fusion results can be negatively af-
fected by poor performing biometrics, however, the main
objective was to explore potential combinations of the se-
lected on-the-move biometric modalities. Furthermore, it
is expected that some biometric modalities that have been
prioritised for real-time performance have a significant po-
tential for improving their individual verification accuracy
and hence the overall fusion score. This work provides in-
sight into how these biometric traits can perform in real-life
applications such as border control and to promote research
using this dataset to improve both unimodal and multimodal
fusion results.
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