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Abstract
Faced with hate speech, oppressed groups can use their own speech to respond to their 
verbal oppressors. This “counterspeech,” however, sometimes itself takes on a hateful 
form. This paper explores the moral standing of such “hateful counterspeech.” Is there a 
fundamental moral asymmetry between hateful counterspeech, and the hateful utterances 
of dominant or oppressive groups? Or are claims that such an asymmetry exists inde-
fensible? I argue for an intermediate position. There is a key moral asymmetry between 
these two forms of speech. But, this asymmetry notwithstanding, hateful counterspeech 
is capable of enacting serious harms—and so, contrary to what many legal theorists have 
argued, it is in principle an appropriate object of legal regulation. I begin by considering 
the central argument for thinking that hateful counterspeech is not seriously troubling. 
This argument holds that oppressed groups lack authority—and, by extension, “speaker 
power.” Yet this argument, I suggest, sits in tension with the fact that low-status members 
of dominant groups can, through their utterances, seriously harm members of oppressed 
groups. Philosophers of language have developed sophisticated arguments to explain this 
last phenomenon: they have argued that speaker power is relativised to particular ju-
risdictions; that it can be acquired dynamically in local settings; and that it is socially 
dispersed. I argue that, in light of these arguments, it appears that hateful counterspeech, 
too, can generate serious harms. Nevertheless, I show that this conclusion is compatible 
with recognising a crucial moral asymmetry between hateful counterspeech and the hate 
speech of oppressors.

Keywords Hate speech · Counterspeech · Authority · Power · Freedom of speech · 
Speech-act theory
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1 Introduction

In his 1980s sermons to the Nation of Islam, its controversial leader Louis Farrakhan regu-
larly expounded the theological doctrine of the “white devils.” The white man, Farrakhan 
declared, is “nothing but a devil in the plainest language. The arch-deceivers of the planet 
earth. The number one hater, murderer, killer, liar, drunkard.” He is “100% wicked,” Far-
rakhan continued; “he’s a snake of the grafted type, and if he’s allowed to live, he’ll sting 
someone else” (cited in Gardell 1996: 56, 148; see also Farrakhan 1989).

These sermons illustrate a morally complex phenomenon. At first sight, they resemble 
what is commonly called “hate speech.” Although definitions of hate speech vary widely, 
hate speech is commonly characterised as speech that communicates or otherwise promotes 
the basic inferiority of its targets, due to their race, ethnicity, sexual orientation, or other 
social group membership, often with a view to stirring up animosity or antipathy towards 
them.1 Farrakhan’s sermons may seem to satisfy these conditions. They vilify a group based 
on their race—portraying them as essentially morally inferior (“nothing but a devil,” “100% 
wicked”), and sometimes even as subhuman (“snake”). And, as a result of this vilification, 
these sermons appear to urge antipathy towards this group (“if he’s allowed to live, he’ll 
sting someone else”).

Yet Farrakhan’s sermons also seem importantly different from paradigmatic cases of hate 
speech: they target a dominant racial group; and they emanate from a member of a racial 
group that is systematically marginalised and oppressed by that dominant group. Indeed, 
these hateful utterances are arguably deployed as a response to, or way of countering, hate-
ful treatment by the dominant group. We might therefore call this kind of speech “hateful 
counterspeech.”

The case of hateful counterspeech is deeply divisive in public debate. For some, it is 
“absurd” to compare Farrakhan’s assertions, morally speaking, with standard cases of hate 
speech (Wise 2018). To others, not treating them as comparable constitutes an unsustainable 
double standard.2 While the former position is generally expressed by left-wing commenta-
tors, and the latter more often emanates from the right, the disagreement actually crosses 
partisan divides. In 2019, for example, the Southern Poverty Law Center (SPLC), a left-
learning organisation with a long history of successfully prosecuting white supremacist hate 
crimes, included Farrakhan and the Nation of Islam on its map of hate groups. In doing so, 
the SPLC suggested that Farrakhan’s inflammatory rhetoric could be seriously harmful in a 
way that rendered it, in some meaningful way, comparable to standard cases of hate speech.

This public debate has a counterpart in legal and philosophical analyses of hate speech. 
Hate speech, as characterised above, involves communicating or otherwise promoting the 
basic inferiority of its targets, due to their membership in a particular social group. This 
raises the question of what counts as a relevant social group. There are several questions 
here—but the one that will constitute my focus in this essay is whether the definition of hate 
speech should only refer to vulnerable groups (e.g., racial minorities, sexual minorities), or 
whether it should include dominant groups too.3

1  See, e.g., United Nations (1965), Waldron (2012: 56–57), Simpson (2013a: 701–702), Lepoutre (2021: 
86–88), Howard (2019a: 94–95).

2  For examples, see Richardson-Self (2018:2–4).
3  See Brown (2016: 2017a) for an overview.
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Legal definitions typically take the expansive view, which does not distinguish between 
vulnerable and dominant groups. For example, Canada’s Criminal Code (1985: s.319) 
penalises speech that wilfully promotes hatred based on “colour, race, religion, ethnic ori-
gin or sexual orientation, gender identity”. The same is true in France, the United Kingdom, 
Australia, New Zealand, and the Netherlands—to cite a few cases. According to this way of 
defining hate speech, hateful counterspeech such as Farrakhan’s could in principle qualify.

But legal theorists and philosophers have increasingly challenged this view. Katharine 
Gelber (2019: 611), for instance, suggests that hate speech targets individuals based on their 
“perceived membership of a marginalised group.” Likewise, Richardson-Self (2018: 2–3) 
raises concerns about the ostensible neutrality of Australian hate speech law—the fact that 
it does not distinguish between vulnerable and dominant groups. On this more restrictive 
view, it is arguably a mistake to classify hateful counterspeech, such as Farrakhan’s sermon, 
as hate speech. Matsuda (1989: 2358) is explicit about this implication: according to her, 
“hateful verbal attacks upon dominant-group members by victims [are] permissible.”

This disagreement is not a superficial debate over terminology. At its heart is a substan-
tive question about the conditions under which speech can harm its targets. As lawyers and 
philosophers have long suggested, hate speech can give rise to serious harms.4 Perhaps 
the most widely cited harm is that it risks inciting antipathy and even violence towards its 
targets. But there are many others. Hate speech, it has notably been argued, can generate 
profound psychological distress (Delgado 1982), erode its targets’ dignity (Waldron 2012), 
enact norms that discriminate against them (McGowan 2019: ch.7; Gelber 2018), or even 
silence their speech (Maitra and McGowan 2012). These serious harms, to many, are suf-
ficiently weighty to warrant legally regulating hate speech—at least, provided we have no 
better way of responding to them.5

Thus, the substantive question underpinning the definitional question is the following: 
Is speech that communicates or otherwise promotes the basic inferiority of a target group 
seriously harmful even when it is directed by vulnerable groups at dominant groups (as in 
hateful counterspeech)? Or is it seriously harmful only when directed by dominant groups 
at vulnerable groups (as in standard cases of hate speech)?

I will argue for an intermediate position. In agreement with theorists such as Richard-
son-Self, I will suggest that there is a crucial harm-related asymmetry between these two 
categories of speech, such that they are not morally equivalent. But I will also show that, 
nevertheless, hateful counterspeech is capable of generating serious harms—and so, in 
keeping with many existing legal regulations, it remains in principle an appropriate object 
of legal regulation as a form of hate speech.

My argument will proceed as follows. I begin by introducing an intuitive argument for 
doubting my thesis that hateful counterspeech can generate serious harms. This argument 
holds that members of vulnerable or oppressed groups lack the authority of their more domi-
nant oppressors, and therefore have less power as speakers (Sect. 2). Next, I raise a problem 
for this argument: it seems incompatible with the fact that low-status members of dominant 

4  See Gelber (2018: 394) for a recent statement of this view, and Maitra and McGowan (2012) for an over-
view.

5  This last clause is important. Some theorists agree that the harms in hate speech are sufficiently weighty 
that legal regulation could in principle be justified. But they insist that, in practical terms, non-legal rem-
edies are more effective. My argument takes no position on this “effectiveness” question. See Howard 
(2019b: 242 − 54) for extended discussion.

1 3



M. Lepoutre

groups can, through their utterances, seriously harm high-status members of vulnerable 
groups (Sect. 3). The paper then considers three attempts at responding to this problem—
i.e., three attempts at explaining how low-status members of dominant groups may have the 
power to seriously harm with their speech (Sects. 4–6). In each case, I will argue that these 
considerations also suggest that hateful counterspeech can generate serious harms. This 
conclusion, I will show, is nonetheless compatible with maintaining an important moral 
asymmetry between hateful counterspeech and the hate speech of dominant groups. Lastly, 
I will explore what this moral conclusion means for legislative policy (Sect. 7).

Before proceeding, it is important to clarify what this argument does and does not purport 
to show. As I have just stressed, it does not suggest that traditional hate speech, and hateful 
counterspeech, are equally harmful. Nor does it entail that they are equally frequent—they 
are clearly not. Finally, it does not entail that all members of dominant groups who complain 
that they have been seriously harmed by “hate speech” have actually been seriously harmed. 
Put differently, it is compatible with thinking, with Richardson-Self (2018: 2–3), that alle-
gations of “white vilification” are often unfounded. But even with these qualifications, an 
important conclusion remains: namely, that hateful counterspeech can produce harms that 
are sufficiently serious to warrant legal regulation; and this, as we will see, has meaningful 
implications for hate speech law.

2 The Case for Unequal Speaker Power

Why deny that hateful counterspeech, unlike paradigmatic instances of hate speech, can be 
seriously harmful? Put differently, why think that hate speech is seriously harmful when 
directed by dominant groups at vulnerable groups, but not when directed at dominant groups 
by vulnerable groups?

An influential answer relates to authority. As speech-act theorists have long observed, 
what exactly one can achieve with one’s speech (one’s “speaker power”) depends impor-
tantly on background conditions (“felicity conditions”) (e.g., Langton 2009: ch.1; McGowan 
2019). One such background condition is the speaker’s authority.

What is speaker authority? This is a notoriously thorny question. In this paper, I will be 
relying, in the first instance, on Mary Kate McGowan’s influential characterisation. Accord-
ing to McGowan,

to have authority in some contexts is to be able to do things that other people cannot do 
and it is to be able to do these things because one socially counts as having the power to do 
them. In other words, one is able to do these things because one has conferred upon her by 
others a certain status (McGowan 2019: 65).

There are three important elements to unpack here. The first is that authority is an impor-
tant determinant of speaker power. What a given person can do with her speech depends 
importantly on her authority.6 Below, I will elaborate on the more precise senses in which 
speaker power depends on authority.

Second, authority is a determinant of speaker power that emerges from a person’s socially 
constituted status. As McGowan (2019: 66–68) emphasises, authority involves a status con-
ferred by others: it involves having the power to do things with one’s words because of what 
relevant others take one to have the power to do. As we will see, this status can be conferred 

6  See also Langton (2018: 123).
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in formal ways (e.g., when one is appointed to an official position) as well as more informal 
ways.

Third, authority emerges from a comparatively high status. McGowan distinguishes 
authority from “standing.” Both authority and standing involve a status conferred by oth-
ers. But there is a difference in degree: whereas standing is a status that everyone or nearly 
everyone might enjoy in the relevant social context, authority is a status that is compara-
tively high.7 To have authority, then, is to be able to do certain things with one’s words 
that not everyone can do, in virtue of being perceived by relevant others as comparatively 
empowered.

Consider, for example, marriage. Not everyone has the power to pronounce two peo-
ple married. Whether someone can pronounce two people married in the Catholic Church 
depends on their having the authority to do so. If an overenthusiastic wedding guest dashes 
to the altar and says “I hereby pronounce you husband and wife,” this will leave the couple’s 
marital status unchanged. In contrast, things are different if an ordained Catholic priest 
utters those same words. This is because such a priest has authority that the wedding guest 
lacks, which itself emerges from his comparative and socially constituted status: the priest, 
unlike the enthusiastic guest, is formally recognised by the Catholic Church as having the 
power to pronounce two people married (Langton 2009: 50).

Note that authority needn’t always involve such a formal or institutional position. An 
eight-year-old’s parents can order him to bed. But his five-year old sibling arguably cannot. 
Again, this is because the younger sibling lacks the authority to do so, where that authority 
is a comparative status conferred by others. Here, the relevant others might simply be the 
various members of the family.

Feminist philosophers and legal theorists have extended this analysis to the harmful 
effects of speech—including the harmful effects of hate speech. Whether and how hate 
speech can harm depends partly on the speaker’s authority, which itself depends on how 
they stand in society (Langton 2018: 123 − 29).

The precise nature of this dependence varies based on the kind of harm in question. Some 
harms have a very “direct” connection to hate speech. This is perhaps most notably the case 
with harms stemming from the “illocutionary” dimension of hate speech: hate speech can 
constitute harms, such as subordination or silencing (Langton 2018). Yet hate speech can 
also harm more indirectly, via its “perlocutionary” effects. These perlocutionary harms are 
less direct in that the harm is not literally constituted by hate speech—instead, it is a causal 
effect resulting from it. In some cases, the causal chain connecting speech and harm is fairly 
long, and depends on a number of intermediate steps. For example, hate speech can incite or 
motivate acts of physical violence, via a causal chain that goes through the mental reactions 
of listeners (Wilson and Kiper 2020).8

When discussing the significance of authority, feminist philosophers of language have 
predominantly focused on more direct harms. In particular, authority is often regarded as 

7  See also Langton (2018: 138 − 40),for whom authority is “relative to comparative rivals”.
8  I understand the harm of “inciting violence” as a perlocutionary effect of hate speech. That is, I take this 
to be a causal harm of hate speech: the harm of causing (by encouraging or otherwise motivating) others to 
engage in violent acts.
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a necessary condition for enacting illocutionary harms such as subordination or silencing 
(Langton 2009: 62; Maitra 2012: 99–100).9

This, as Langton (2018: 137 − 38) notes, is not true of all harms associated with hate 
speech. When it comes to indirect causal harms, for instance, authority is seldom considered 
a necessary condition. The thought here is that, even without authority, a hate speaker could 
conceivably cause psychological trauma, or even induce others to act violently.

Nevertheless, authority remains a significant determinant of harm even in these latter 
cases. Even when hate speech is not strictly speaking necessary for a causal harm to occur, 
it can still vastly amplify its likelihood and severity. As Langton (2018: 138) acknowledges, 
“a hate-filled tirade […] will be all the more wounding […] when hate speech has author-
ity.” Likewise, Richard Wilson and Jordan Kiper (2020: 94–100) have argued, drawing on 
extensive empirical evidence, that when someone incites violence against a group, their 
socially constituted status matters greatly. Other things being equal, a head of state or char-
ismatic leader’s words are more likely to succeed in motivating listeners to engage in violent 
acts than those of an ordinary citizen.

In sum, the foregoing considerations suggest that the presence or absence of authority 
is often deeply relevant to whether, and how seriously, hate speech harms its targets. This, 
to many philosophers and legal theorists, gives rise to an argument for thinking that hateful 
counterspeech, unlike “standard” hate speech, is not seriously harmful.

Why might this be? As we have seen, authority is a source of power to do things with 
one’s words that derives from one’s comparative and socially constituted status. Now, part 
of what it means for a group to be oppressed or vulnerable just is that its members tend 
to have a lower status than other groups—in particular, than members of the groups that 
oppress them. Accordingly, members of vulnerable or oppressed groups would appear to 
lack authority relative to members of dominant groups. For example, when the Grand Wiz-
ard of the Ku Klux Klan affirms the essential inferiority of people of colour, he speaks with a 
socially constituted authority that Farrakhan lacks, when he affirms the essential inferiority 
of white people.

Insofar as the harmfulness of one’s speech depends importantly on one’s authority, this in 
turn suggests that hateful counterspeech may lack the capacity to harm seriously possessed 
by standard cases of hate speech. More concretely, the idea might be that Farrakhan’s speech, 
unlike the Grand Wizard’s, cannot constitute certain illocutionary harms (such as subordi-
nation or silencing) because he lacks authority. As for causal or perlocutionary harms, the 
thought might be that even if it is strictly speaking possible for Farrakhan’s speech to pro-
voke hatred or violence towards the target, or to inflict psychological pain on the target, it is 
exceedingly unlikely that it will succeed in doing so; and even if it does, the harm generated 
is likely to be far less severe or serious than in “standard” cases of hate speech.10

Matsuda (1989) notably exemplifies this argument about severity. She concedes that 
“white devil” comments such as Farrakhan’s (or, in her own example, Malcolm X) could 
potentially lead to “hurt” (1989: 2361). But, due to differences in “relative power” between 

9  Not all illocutionary acts require authority. More specifically, Langton (2009) argues that verdictive and 
exercitive speech-acts (such as subordination and silencing) require authority. Now, some philosophers 
disagree with this last claim: McGowan argues that harmful exercitives can be enacted without authority. I 
return to this disagreement in Sect. 6. For now, I simply wish to highlight that authority is commonly taken 
to have a significant influence on whether, and how seriously, hate speech harms.

10  I return to, and critically assess, these claims about the likelihood of provoking violence in Sect. 6.
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white people and people of colour in American society, she suggests that the hurt would 
be of such a “different degree” that it would not warrant legal intervention (1989: 2361, 
2362n15).11

The general idea is therefore the following. If the capacity to harm seriously with one’s 
speech depends importantly on authority, and if hateful counterspeakers, unlike “standard” 
hate speakers, lack authority (due to having a comparatively low status relative to the domi-
nant groups they target), we have reason to doubt that hateful counterspeech is liable to 
generate serious harms—i.e., harms sufficiently significant to warrant legal intervention.

3 The Problem of Low-Status Hate Speech

We have considered an argument, based in the significance of authority, for thinking that 
hateful counterspeech might not be seriously harmful. This argument, however, faces a 
problem relating to “low-status” hate speech.

To appreciate this problem, consider that, even within a dominant social group, some 
individuals can have a low status. In a capitalist and patriarchal society, for example, an 
impoverished white woman may have a fairly low social status, despite belonging to a 
dominant racial group. In some cases, that status may even be lower, overall, than that of 
some members of a vulnerable racial group. For instance, some impoverished white women 
may have a lower status, overall, than a very influential member of a racial minority such 
as Farrakhan.12

Even so, it is generally held that racist hate speech uttered by “low-status” members of 
a dominant racial group can be seriously harmful. In support of this position, Ishani Maitra 
(2012: 100-01) offers the following example:

An Arab woman is on a subway car crowded with people. An older white man walks up 
to her, and says, “F***in’ terrorist, go home. We don’t need your kind here.” He continues 
speaking in this manner to the woman, who doesn’t respond. He speaks loudly enough 
that everyone else in the subway car hears his words clearly. All other conversations cease. 
Many of the passengers turn to look at the speaker, but no one interferes.

In this scenario, Maitra (2012: 100-02) observes, the older white man’s utterance argu-
ably constitutes the harm of subordinating the target—even though it comes from an “ordi-
nary,” or indeed “low-status,” speaker.

Maitra is not alone here. The idea that “low-status” racist speech can enact serious harms 
is in fact a recurrent theme of feminist philosophy of language (e.g., Barnes 2016: 242 − 45; 
Langton 2018: 133 − 38; McGowan 2019: 66–70). Nor is this phenomenon considered 
unusual. As Langton notes, instances of harmful low-status hate speech are sadly common-
place. She cites, for example, anonymous graffiti accusing Muslims of being terrorists; hate 

11  See also Richardson-Self (2018: 17), who highlights inequalities of authority when explaining why com-
plaints about “white vilification” are often misguided; and Gelber (2018: 401-03), for whom authority con-
siderations yield one reason (albeit not the only reason) to believe that hate speech directed by a white person 
at a person of colour may generate serious harms in a way that cannot be achieved by hateful counterspeech.
12  In making these comparisons, I do not mean to suggest that we can easily rank everyone according to their 
overall status. I am making a more modest point: that, in at least some cases, it seems intuitive that a member 
of a dominant racial group has lower status than a member of a vulnerable racial group. Yet, as I explain 
below, it also seems intuitive that the former’s racist utterances could seriously harm the latter. This is enough 
to raise the apparent puzzle that I set out to explore.
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mail targeting African-American athletes; or, more recently, the torrent of racist abuse Gina 
Miller received from members of the public following her anti-Brexit legal action (2018: 
128 − 36).

Thus, many cases of hate speech involve ordinary, or even low-status, members of domi-
nant groups; and, importantly, these cases are commonly considered to be seriously harm-
ful—sufficiently harmful, to many commentators, that they could warrant legal regulation 
(e.g., Brown 2017b: 305).

On the face of it, however, this observation sits in tension with the argument regarding 
hateful counterspeech introduced in Sect. 2. The argument for thinking that hateful counter-
speech is not seriously harmful appeals to the claim that the harmfulness of speech depends 
importantly on the speaker’s authority. Yet, prima facie, low-status members of dominant 
groups may themselves seem to lack authority. Authority involves having power in virtue 
of possessing a comparatively high status conferred by others. But, by definition, low-status 
hate speakers from dominant groups have a status that is comparatively low.13

The upshot is that, absent further qualification, the argument for thinking that hateful 
counterspeech is not seriously harmful generates a problem: it threatens to undermine the 
intuitive and widely held belief that the hateful utterances of low-status members of domi-
nant groups (“low-status hate speakers,” for short) can be seriously harmful. If the power to 
harm seriously with one’s speech depends on authority (either because it strictly necessitates 
authority, or because serious harm is possible but very unlikely without authority), and if 
low-status hate speakers lack authority, then there is reason to doubt that low-status hate 
speech will be seriously harmful.

Where does this upshot leave us? To many people, the idea that low-status hate speech 
can generate serious harms is extremely intuitive. Indeed, as mentioned above, many femi-
nist philosophers of language are strongly committed to this idea. Accordingly, those who 
want to argue that hateful counterspeech is not seriously harmful may try to deny this appar-
ent implication. In other words, they may try to show that, notwithstanding the consider-
ations outlined above, low-status hate speakers do have the power to generate serious harms 
with their speech. The rest of this essay will consider the three most promising explanations 
that have been put forward for why this may be: the first relates to the jurisdiction of speaker 
power (Sect. 4); the second highlights the dynamics of speaker power (Sect. 4); and the third 
emphasises the social dispersion of speaker power (Sect. 6).

In each case, I will examine to what extent these explanations also extend to hateful 
counterspeech. This will yield two conclusions. The first is that, on closer inspection, all 
three explanations for why low-status speakers from dominant groups can generate serious 
harms also suggest that hateful counterspeech can generate serious harms. However—and 
this is the second conclusion—this is nevertheless compatible with maintaining an impor-
tant moral asymmetry between the two, which results from the social dispersion of speaker 
power.

13  One might worry that this claim is too quick, and that this reveals an immediate disanalogy between hateful 
counterspeech and low-status hate speech. According to this worry, hateful counterspeakers have a low status 
compared to their target. By contrast, low-status hate speakers have a low status compared to other members 
of their dominant group, but a high status compared to their target. This, however, needn’t be the case. As we 
saw at the beginning of this section, some low-status hate speakers from dominant groups intuitively have a 
lower status than some members of the group that they target. And yet, even in such cases, low-status hate 
speech is still typically taken to harm its targets.
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4 The Jurisdiction of Speaker Power

Why might low-status members of dominant groups have the power to harm seriously with 
their words? One answer relates to the jurisdiction of authority. One possesses authority 
(and with it, speaker power) for a particular group of people, at a particular time (Langton 
2018: 138 − 41). Thus, even if someone is relatively low-status in most people’s eyes, they 
may nonetheless be high-status, or authoritative, amidst a smaller jurisdiction. This point is 
familiar from debates about pornography. Producers of pornography are not typically rec-
ognised as authoritative by society at large. Still, they may have higher status in a smaller 
jurisdiction: say, among adolescent men (Langton 2009: 98).

Importantly, a speaker with authority in a particular jurisdiction can, thanks to that 
authority, use their speech to harm targets outside of their jurisdiction. Specifically, they 
can do so provided members of its jurisdiction have meaningful and sufficiently empowered 
contact with the target (Langton 2009: 97–99). Even if many women are outside of pornog-
raphy’s jurisdiction—they reject its claim to authority—pornography can still harm them 
via its authority over adolescent men. For example, pornography might instil in adolescent 
men a desire for sexual violence, which some men might act upon.

This analysis carries over to low-status hate speech. As Langton (2018: 139) explains, 
“‘marginal’ figures despised by the majority may, for that same reason, be esteemed figures 
among the minority.” An American Neo-Nazi activist may be reviled by most Americans. 
Yet, partly as a result, his words may carry weight amongst white supremacists. Hence, if he 
vilifies people of colour, his speech may generate serious harms—for instance, by motivat-
ing some of his followers to act violently towards people of colour.

This does not mean that the Neo-Nazi’s speech will be as harmful as that of someone 
who commands authority over a larger jurisdiction. Because of his enormous following, 
Donald Trump can verbally provoke a large-scale assault on the US Capitol. The Neo-Nazi 
almost certainly cannot. But this does not undermine the more fundamental point. Given 
his authority over a particular jurisdiction, the Neo-Nazi’s speech has the power to generate 
serious harms—harms, such as provoking violence, that are generally deemed sufficient to 
warrant legal intervention. This is true even though the jurisdiction may be small, and even 
if its members are not particularly empowered. Provided members of the jurisdiction have 
the power to inflict violence on some members of the target group—a relatively low thresh-
old—the Neo-Nazi’s vilifying speech can produce serious harms.

Pointing out that authority is relative to a jurisdiction helps explain how low-status hate 
speech can seriously harm. However, it also undercuts the authority-based argument for 
thinking that hateful counterspeech cannot generate serious harms. If authority is a matter 
of having a comparatively high status conferred by others in a particular jurisdiction, then 
hateful counterspeakers can in principle have authority. This is because, even when speakers 
from vulnerable groups do not have a comparatively high status in the eyes of most people 
in society, they can have a comparatively high status within a smaller, or more “local,” 
jurisdiction.

Consider again the case of Farrakhan. He does not have a comparatively high status in 
the eyes of most people in the US. Nevertheless, as the Nation of Islam’s leader, Farrakhan 
has a comparatively high status conferred upon him by this religious organisation and its 
members. Thus, he appears to have authority within this smaller jurisdiction.
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Another example relates to the anti-Western hate propaganda disseminated by the Islamic 
State in Iraq and the Levant (ISIL). Members of ethnic and religious minorities who spread 
this propaganda often occupy an overall marginalised position in Western democracies. 
But they may nonetheless have authoritative status in some jurisdictions—notably in some 
online sub-communities. Indeed, in his analysis of ISIL’s online hate propaganda, Mohamed 
Badar explains that its purveyors take on, and are informally granted by a set of readers, 
the status of representatives of the “general consensus of the true [Islamic] practitioners” 
(Badar 2016: 397).

So, hateful counterspeech can be authoritative in some jurisdictions. But there is a com-
plication here. Some jurisdictions are arguably too trivial to result in meaningful forms of 
speaker authority—i.e., forms of authority significant enough to enable a speaker to gener-
ate serious harms with their speech. The president of a five-member board game society 
may have authority within the jurisdiction constituted by that society. And that authority 
may allow them verbally to enact game-related rules for its members. But this local author-
ity intuitively seems too trivial to lend the president of this society the power to produce 
serious harms with their speech.

Could something similar be said of hateful counterspeakers? Is the jurisdiction of hateful 
counterspeakers’ authority too insignificant? One might advance three reasons for thinking 
so: first, that the “membership” of its jurisdiction is exceedingly small; second, that this 
membership does not include the targets of hateful counterspeech; and third, that its mem-
bers are themselves insufficiently powerful.

Neither reason is decisive. To begin, hateful counterspeakers can have authority within 
fairly large jurisdictions. In Farrakhan’s case, the Nation of Islam comprises not five, but 
fifty thousand, members.14 This may well match, and even exceed, the jurisdiction of some 
low-status hate speakers from dominant groups whose speech is considered capable of 
engendering serious harms (such as the Neo-Nazi activist mentioned above).

Second, we have already seen—when discussing pornography—that authority can facili-
tate speech-based harm to targets that are outside of its jurisdiction. Accordingly, the fact 
that white Americans are not part of the jurisdiction of Farrakhan’s authority does not neces-
sarily mean that his speech cannot harm them, via its authority over members of the Nation 
of Islam.

Finally, as discussed above, the case of the Neo-Nazi also showed that local authority 
can empower the speaker to generate serious harms even if members of its jurisdiction are 
not particularly powerful. We can apply this insight to hateful counterspeech such as Far-
rakhan’s or ISIL’s. If hateful counterspeech vilifies its targets in a way that licenses violence 
against them (say, by likening them to dangerous animals), and if members of its jurisdiction 
are able to inflict violence on some targets (again, a relatively low standard of empower-
ment), then it risks producing harms that are generally considered sufficient to warrant legal 
regulation. This risk is not merely an abstract possibility. ISIL hate propaganda has notori-
ously succeeded in provoking violent harm. And there is evidence that the same is true—
albeit on a lesser scale—of the Nation of Islam’s hate rhetoric.15

None of this is to deny that there may be an important difference in frequency between 
low-status hate speech and hateful counterspeech. The hateful utterances of low-status white 

14  MacFarquhar (2007).
15  See, e.g., Sanders and Cohen (2011) on the 1973 “Zebra murders”.
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supremacists are considerably more common, and therefore likely to generate serious harms 
more often, than hateful counterspeech (Lee 2011: 295). But this does not undermine my 
core contention here: that, if authority is relativised to a jurisdiction, then hateful counter-
speech too can count as having authority. Accordingly, this first account of why low-status 
hate speakers can harm seriously with their speech also suggests that hateful counterspeech 
can be seriously harmful.

5 The Dynamics of Speaker Power

The previous explanation of why low-status members of dominant groups can have authority 
(and hence, the power to harm seriously with their speech) extends to hateful counterspeech. 
It therefore undercuts the authority-based argument for thinking that hateful counterspeech 
cannot harm seriously. There are, however, alternative ways of accounting for the authority 
of low-status hate speech. One prominent alternative centres on the dynamics of authority. 
That is, it emphasises the ease with which authority can be acquired in the context of the 
utterance. Accordingly, even if the low-status hate speaker initially lacks authority, they can 
readily gain authority as they speak.

This idea has most fully been developed in Maitra’s (2012) account of “licensed” author-
ity. Licensing is a phenomenon whereby a speaker’s utterances acquire authority due to 
the audience’s reactions to those utterances. Consider again Maitra’s subway example. An 
elderly white man spews racist hatred at a subway passenger. Other passengers hear this, 
but do not interject. In this scenario, Maitra argues, the speaker has authority, such that his 
speech can constitute the harm of subordinating the target. And crucially, that authority is 
licensed by the other passengers’ reactions.

For Maitra, this example illustrates several properties of licensed authority. First, the 
speaker does not initially have authority. He acquires authority as he speaks, because of 
fellow passengers’ reactions (2012: 107). Second, the hearers who do the licensing needn’t 
themselves have any special authority. In the subway example, they are ordinary passen-
gers. Third, licensing does not require hearers to actively do anything. An omission (e.g., 
not challenging the speaker’s utterance) is sufficient (2012: 105-06). Finally, this omission 
needn’t be a sign of tacit agreement. According to Maitra, the passengers’ failure to interject 
can license the subway speaker’s authority even if they have “strong reservations about 
what he says” (2012: 166).

If this account is correct, authority is easier to obtain than one might have thought. One 
can obtain it as one speaks, provided one’s audience does not challenge what one says, even 
if they disagree with what one says, and even if they lack any special kind of authority. On 
this account, therefore, a low-status hate speaker such as the elderly white man can read-
ily count as having authority—and so, can seriously harm with their speech (in Maitra’s 
example, by subordinating their target).

However, the point that authority can be licensed in this permissive way is not restricted 
to utterances that have a particular content. It derives from a general observation about how 
speaker authority depends on dynamic interactions with hearers. Maitra’s main example 
involves a speaker from a dominant group. But, in principle, these dynamic interactions 
could take place between a hateful speaker from a vulnerable group and their audience. 
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Consequently, this account could also suggest that members of vulnerable groups can read-
ily obtain the authority needed to generate serious harms with their speech.

The point so far is quite abstract. To make it more concrete, notice that we could con-
struct a subway case that parallels Maitra’s, but involves hateful counterspeech instead. 
In this case, the speaker marks the target as essentially inferior due to their race; but the 
speaker belongs to an oppressed racial group, while the target belongs to a dominant racial 
group. Suppose, for example, that, in the subway, an African American man directs Farra-
khan-like rhetoric at a white woman. Like Farrakhan, the speaker accuses his target of being 
a “white devil” and a “snake,” who, in virtue of being white, is essentially wicked and dan-
gerous. Other passengers hear this, but they remain silent.16 According to Maitra’s account 
of licensed authority, this silence can confer authority upon the speaker. Thus, following 
the logic of Maitra’s case, the speaker’s hateful tirade could have the authority needed to 
subordinate their target.

One might find it counterintuitive to say that the hateful counterspeaker acquires author-
ity (and hence, the speaker power to subordinate) in this revised subway case. There are 
three things to say in response. First, recall that, as Sect. 4 discussed, authority is indexed to 
a jurisdiction. Accordingly, the claim at hand is more modest than it might initially seem. It 
is not that the hateful counterspeaker has authority in society at large. Rather, it is that he has 
authority in the local speech context, among parties to the conversation (in this case, among 
passengers in the subway car) (Maitra 2012: 117).

Nevertheless, even if we focus on this particular jurisdiction, one might still find it 
implausible to say that the hateful counterspeaker obtains authority. This might be because 
one thinks that obtaining licensed authority requires more than simply silence from the 
audience. Brown (2019), for example, suggests that Maitra’s account of licensed authority 
is too permissive, and that two further necessary conditions must be satisfied for authority 
to be licensed. To begin, it must be clear to the audience that remaining silent constitutes, or 
at least will be understood as, a form of assent, licensing, or complicity. Moreover, the audi-
ence’s silence must satisfy a threshold of voluntariness: they must not be remaining silent 
out of fear that speaking out will expose them to significant danger or to unreasonably high 
burdens (2019: 212 − 14).

But—and this is the second response—this more demanding understanding of licensed 
authority can still accrue to hateful counterspeakers. We could stipulate, in the revised sub-
way case, that audience members know that remaining silent may be perceived as assent, 
and that their silence does not result from fear of exposure to danger or unreasonable bur-
dens. What is more, these further conditions do not necessarily seem harder to satisfy when 
the speaker belongs to a vulnerable group than when they belong to a dominant group. Take 
the voluntariness condition. It is possible, of course, that due to intergroup tensions, some 
audience members might distrust, and perhaps fear, members of vulnerable racial groups. 
But it is also possible that the speaker’s membership in a vulnerable group makes them 
seem less threatening than speakers from dominant groups. So the point is simply that, on 
the face of it, the more demanding account of licensed authority proposed by Brown seems 
similarly applicable to hateful counterspeakers.

16  I have assigned the genders of the speaker and hearer in this way to parallel Maitra’s (2012: 100-01) sub-
way case as closely as possible. Maitra does not specify the race of third-party passengers, and I therefore 
do not do so either.
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What if one rejects even this revised account of licensed authority? The final response 
emphasises that, for our purposes, we can remain agnostic on whether the idea of licensed 
authority is ultimately convincing. If this account of how authority can be acquired is incor-
rect, then it fails to explain why low-status hate speakers can harm seriously with their 
speech. But if it is correct, then it also implies that hateful counterspeech can be authorita-
tive—and so, can enact serious harms. Thus, the fundamental point remains that, insofar 
as this explanation succeeds in accounting for the harmfulness of low-status hate speech, it 
too risks undercutting the authority-based argument for thinking that hateful counterspeech 
cannot be seriously harmful.

6 The Social Dispersion of Speaker Power

We have considered two possible explanations for how low-status members of dominant 
groups can have the power to harm seriously with their speech. Both attempt to show that 
low-status hate speakers can have authority, and both do so by focusing on “local” contexts: 
the first suggests that authority can be relativised to a particular jurisdiction (Sect. 4); the 
second, that it can be acquired via speaker/hearer interactions in the specific context of an 
utterance (Sect. 5). Yet, absent further development, these explanations also suggest that 
hateful counterspeech could be seriously harmful. The final explanation I will consider here 
suggests that, to block this implication, one needs to examine how local contexts interact 
with the broader social context.

Before proceeding, note that this final explanation is best understood as complement-
ing the accounts introduced in Sects. 4–5. One can accept that authority is relativised to a 
particular jurisdiction, and capable of dynamically evolving through local speaker/hearer 
interactions while also accepting that a full understanding of low-status speaker power 
requires attending to the way in which the broader social context feeds into the local con-
text. Accordingly, this final explanation is typically aimed not at replacing, but rather at 
supplementing, the previous explanations.17

The core insight of this final explanation is the observation, commonly attributed to 
Foucault, that power is dispersed throughout society (Fricker 2007: 12). On this view, an 
individual’s power in a specific local setting (e.g., the subway, the online thread) does not 
simply depend on that individual’s intrinsic properties. Nor is it fully explained by the atti-
tudes and actions of other individuals in that local context. Instead, the individual’s power 
also depends crucially on facts about the broader social structure: for instance, facts about 
the broader norms, conventions, and practices constituted by the often uncoordinated actions 
and attitudes of very many other agents.

McGowan (2019: 4) and Gelber (2018: 407) have influentially drawn on this insight 
to explain how low-status hate speakers can harm with their speech. In other words, they 
suggest that low-status hate speakers’ ability to generate serious harms in local contexts is 
crucially facilitated by the norms, conventions, and practices that operate in the broader 
social context.

17  One could accept the point about the social dispersion of speaker power while rejecting the claims that 
authority can be licensed and is indexed to a jurisdiction. But in practice, advocates of the “social dispersion” 
point such as McGowan (2019: 63–65) or Gelber (2018: 401) often combine these insights.
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There are at least two complementary explanations of this phenomenon: the former 
focuses more on the speaker; the latter on their target. According to the former explanation, 
the broader social context defines harmful conventions which are then available for activa-
tion in local contexts. To see this, consider non-harmful conventions first. The meaning of 
most words in the English language is, in part, a product of conventions that have evolved 
over time through large-scale linguistic practices.18 These broad conventions in turn allow 
individual speakers to do certain things in local contexts. Consider, to illustrate, the word 
“birds.” When we use this word in a particular setting, we activate broader conventions 
regarding its meaning, which allows us to refer to birds in a way that may not otherwise 
have been possible.

We can apply this idea to hate speech. Some background conventions are unjust or 
oppressive. Consequently, these conventions can empower individuals to do harmful things 
with their speech. Take, for example, racist slurs in a white supremacist society. A slur 
directed at people of colour has a particular meaning, and a particular force, partly because 
of the way it has conventionally been used and associated with broader patterns of racial 
discrimination.19 Now, a low-status white speaker, in a local context, may not be personally 
responsible for that racist history. But when they use the slur, they nonetheless avail them-
selves of the force that results from it.

Thus, attending to the relationship between the broader context and the local context 
yields a first account of how low-status hate speakers can harm with their speech. As 
McGowan (2019: 4) summarises, their speech “taps into” the oppressive power of larger 
social structures. The broader context supplies harmful tools or resources (e.g., racist terms 
conventionally imbued with derogatory force) that ordinary speakers can activate, or “bring 
to bear,” in local contexts (see also Gelber 2018: 407; Simpson 2013b: 563).

The broader social context can also affect low-status hate speakers’ local power to harm 
in a second way, which relates to the target. When assessing the harmfulness of a hateful 
utterance in a specific context, it matters whether the target has been targeted before, in 
other contexts. Indeed, the harm done by a given hateful utterance may be amplified by the 
fact that the target has previously been exposed to similar utterances. Put differently, the 
harmfulness of hate speech may be cumulative: it depends on, and is exacerbated by, its 
frequency (Gelber 2018: 400; Bonotti and Seglow 2019: 594 − 95).

Take, for instance, the psychological harms of hate speech. As Richard Delgado reports,
human beings […] whose daily experience tells them that almost nowhere in society are 

they respected and granted the ordinary dignity and courtesy accorded to others will, as a 
matter of course, begin to doubt their own worth (1982: 136 − 37, emphases added).

Put differently, when someone repeatedly encounters hateful utterances, this risks giv-
ing the impression that they are disrespected, not just by an isolated hate speaker, but by 
broad portions of society. This appearance of generalised disrespect is deeply problematic. 
First, it risks eroding the target’s psychological sense of self-worth in a way that no isolated 
expression of disrespect could. Second, it risks making subsequent hateful utterances more 
psychologically hurtful: each local instance of hate speech vividly reminds the target of the 
generalised disrespect they have elsewhere endured.20 So, if a low-status hate speaker sub-

18  For a practice-based approach to meaning, see, e.g., Tirrell (2012).
19  See, e.g., Langton (2018: 137) and Camp (2013: 345).
20  See, relatedly, Waldron (2012, ch.4) and Bonotti and Seglow (2019: 598).
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sequently targets a member of an oppressed group, their speech may be seriously harmful 
because of the target’s past exposure to similar utterances.21

In sum, the broader social context can empower low-status hate speakers to produce 
serious harms in at least two ways: first, by creating harmful conventions that low-status 
hate speakers can then activate in local settings (e.g., terms imbued, through conventional 
use, with derogatory force); second, by repeatedly exposing a target to hate speech, such 
that they are more vulnerable to being harmed by low-status hate speakers’ subsequent 
utterances.

How does this “social dispersion of power” explanation relate to authority? McGowan 
(2019: esp. ch.3) denies that being empowered by the broader social contexts constitutes a 
form of authority. This is because, as we have seen, she takes authority to involve a com-
paratively high status conferred by others; and, in her view, the mechanisms outlined above 
do not seem to depend on the hate speaker having such a status conferred by others. Accord-
ingly, she takes the social dispersion of power to support the view that low-status speakers 
can enact serious harms (including illocutionary harms such as subordination or silencing) 
without authority.22

Yet this interpretation is contested. Some philosophers suggest that we should understand 
the broader social context, and the way it feeds into local contexts, as part of what goes 
into determining whether a speaker’s utterance possesses authority. According to this more 
expansive view of authority, authority depends not just on jurisdiction, and on local speaker/
hearer interactions, but also on broader social norms, practices, and conventions. Barnes, for 
example, claims that “authoritative speech must be seen to draw upon the social norms of 
the broader community” (2016: 257). Similarly, Tirrell (2012: 2012) argues that authority 
can be “diffused” within broad social practices.

While I find McGowan’s terminological choice slightly more intuitive,23 I prefer to 
remain agnostic on this issue. Even if they disagree on terminology, both sides can and do 
agree on the substantive point that speaker power can derive from broad social norms, con-
ventions, and practices, in the ways outlined above. It is this substantive point that matters 
for our purposes: the broad societal sources of speaker power (whether or not we consider 
them a source of authority) have crucial implications for hateful counterspeech.

As we have seen, the arguments outlined in Sects. 4–5 for why low-status hate speech 
can seriously harm its targets also extend to hateful counterspeech. These arguments are 
therefore not well-placed to identify a moral asymmetry between hate speech by low-status 
hate speech and hateful counterspeech. By contrast, it is unclear how the present account 
could extend to hateful counterspeech. This is because, in an unequal society, the broader 

21  Could frequent exposure instead lead targets to develop a “thick skin,” such that subsequent utterances 
harm them less? This is possible. Here, however, I will assume that frequent exposure would usually amplify 
the harm. If members of dominant groups are less frequently targeted, this position bolsters the case for think-
ing that hateful counterspeech is unable to harm seriously. Since I will be challenging this position, granting 
this assumption strengthens my overall argument.
22  See also Gelber (2018: 403).
23  One reason for this intuition concerns the second mechanism underpinning the social dispersion of power. 
Prima facie, the fact that a target has endured past exposure to hate speech is more about that target and their 
social group than about the present speaker’s status. Hence, insofar as we find it intuitive to think of authority 
as deriving from the speaker’s status it may seem counterintuitive to describe this phenomenon as a source of 
authority. Nevertheless, this point is controversial, and the rest of my argument will not depend on it.
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social context will typically empower the speech of members of dominant groups, not of 
vulnerable groups.

To make this more concrete, consider again the case of slurs. As discussed earlier, the 
historical practices and conventions of a white supremacist society can imbue slurs against 
people of colour with derogatory force. But it is unclear how this argument could extend to 
slurs against white people. Historical practices and conventions imbue slurs against people 
of colour with derogatory force because those historical practices and conventions were 
oppressive and discriminatory towards people of colour. By contrast, in a white supremacist 
society, historical practices and conventions are characteristically not oppressive or dis-
criminatory towards white people. Hence, Mihaela Popa-Wyatt and Jeremy Wyatt (2018: 
2899) conclude that when a slur is used against a privileged group (such as “honky” for 
white people) it cannot mobilise the kind of derogatory force that would attach to a slur 
against a historically marginalised group (such as the n-word for people of colour). And 
the same could be said, and for the same reason, regarding Farrakhan’s hateful reference to 
“white devils” in the 1960s.

A similar point applies to the claim that the harmfulness of hate speech is cumulative. 
In a white supremacist society, people of colour are typically exposed to hateful utterances 
far more frequently than white people. The case of slurs also helps exemplify this point. 
Frequency data suggests that, in English, slurs against white people (e.g., “honky,” “white 
devil”) are used considerably less often than common slurs against people of colour.24 Now, 
racial slurs are just one kind of hateful speech. But this is nonetheless indicative of the idea 
that hateful counterspeech tends to occur less often than standard hate speech. Insofar as 
this is the case, the fact that repeated exposure to hateful speech can amplify its subsequent 
harmfulness, via the cumulative effect Delgado describes, seems less relevant to hateful 
counterspeech.

The upshot is that, unlike the accounts canvassed in Sects. 4–5, the present account suc-
cessfully maintains an important moral asymmetry between low-status hate speech, and 
hateful counterspeech. Nevertheless, as I will now show, it does not follow that hateful 
counterspeech cannot be seriously harmful—sufficiently harmful, that is, that it could war-
rant legal regulation.

The reason, in short, is that the present proposal—that the harmfulness of hate speech 
in a local context depends crucially on the broader context—applies more clearly to some 
harms than others. We have already seen that the broader social context can amplify some 
of the perlocutionary harms caused by hate speech. In particular, it can exacerbate its psy-
chological harms (e.g., if frequent past exposure makes it more injurious to the target’s 
sense of self-worth; or if the broader context imbues it with especially derogatory mean-
ings). Furthermore, McGowan (2019: 108–113, 140-2, 143 − 55, 166 − 83) suggests that 
numerous illocutionary (or “direct”) harms—including subordination and silencing, as well 

24  Google n-gram data offers tentative support for this claim: in English, between 1960 and 2019, notable 
slurs against white people (such as “white devil” or “honky”) appeared between 30 times and 100 times 
less often than the n-word. Now, there are limits to what we can conclude from this data: Google n-gram 
exclusively looks at written uses; and it does not exclude potential non-slurring uses of the search terms 
(e.g., “honky tonk,” or in-group uses of the n-word). Nevertheless, this still offers preliminary evidence of 
a difference in frequency. Note that I do not mention “white trash” here because it involves a class dimen-
sion as well as a racial dimension: typically, it targets poor white people. Because of this class dimension, it 
is not altogether clear that “white trash” targets a dominant group. At any rate, including it would not have 
meaningfully changed the result: “white trash” appeared between 10 and 25 times less often than the n-word 
between 1960 and 2019.
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as oppression and discrimination—depend importantly on the local activation of broader 
social norms and conventions.25

But there is at least one important causal harm commonly ascribed to hate speech that 
seems less dependent on background norms and conventions: namely, the harm of incit-
ing or provoking violence. Hate speech—understood as speech that communicates or 
otherwise promotes the fundamental inferiority of other groups—is widely taken to have 
an important connection to intergroup violence. Tirrell (2012: 375), for example, argues 
that verbally depicting other groups as essentially inferior, and even subhuman (“snakes”; 
“cockroaches”), may license acts of ethnic violence. Similarly, Wilson and Kiper (2020: 
106-07) argue that, because of its capacity to elicit feelings of group-based disgust, hate 
speech threatens to provoke violence against outgroups.26

To see why this matters, compare violence with psychological distress. As discussed 
earlier, whether the psychological distress inflicted by an instance of hate speech constitutes 
a serious harm depends on the broader social context. For instance, it notably depends on 
how frequently the target has endured hateful abuse in other settings. By contrast, physical 
violence intuitively constitutes a serious harm independently of the broader context. So, the 
fact that one person inflicted physical violence on another is usually considered, prima facie, 
to constitute sufficient grounds for legal intervention.

Of course, facts about the broader context can amplify the harmfulness of physical vio-
lence. Physical violence motivated by prejudice toward a minority group is arguably more 
harmful, partly because of its expressive dimension, than physical violence that is not so 
motivated. But the important point is that even in the latter case, physical violence is typi-
cally deemed seriously harmful and (in the absence of excusing conditions, such as self-
defence) liable to legal intervention. Thus, if hateful counterspeech—such as Farrakhan’s 
portrayal of whites as “snakes”—motivates violence against some targets, and if the excus-
ing conditions are absent—for instance, the victims were not immediately threatening—
then it too seems sufficiently harmful to warrant legal intervention.

Perhaps, however, this is missing the true significance of the broader context for speech-
induced violence. I have been considering how the broader context might affect the harmful-
ness of acts of violence. But one might object that its true significance is that it affects the 
likelihood that hateful utterances will provoke violence. As mentioned in Sect. 2, personal 
charisma or institutional position can increase the likelihood that one’s words will suc-
cessfully provoke violence. One might think that a similar consideration applies to social 
context. Brown (2017a: 40–41), for example, hypothesises that, in a social context where 
Muslims are disproportionately targeted by hate speech, individual instances of Islamopho-
bic hate speech could be more effective at increasing hatred against Muslims—and, conse-
quently, at provoking violence against them. The broader suggestion is that, because of the 
background context, hateful utterances aimed at dominated groups may be more likely to 
provoke violence than hateful counterspeech.

There are two responses. First, even if hate speech by members of dominant groups 
proves more likely to motivate violence, it still would not necessarily follow that hate-
ful counterspeech could not be seriously harmful. So long as, in absolute terms, a given 

25  See also Gelber (2018).
26  See also Howard (2019b: 214n11).
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instance of hateful counterspeech remains reasonably likely to provoke violence, this may 
suffice for it to count as seriously harmful—and so, liable to legal regulation.27

Moreover, the exact relationship between social context and success at motivating vio-
lence seems empirically debatable. Brown suggests one possible mechanism linking the 
broader context to the successful incitement of violence. But this is only one possibility 
among others (2017a: 40–41). Indeed, there are possible mechanisms going in the opposite 
direction too. For example, if a vulnerable group has persistently been subjected to oppres-
sion, some of its members may strongly desire revenge, and feel that they have little to 
lose in seeking it. In this context, hateful counterspeech directed at their oppressors could 
conceivably be more likely to motivate violence, not less.

This is not a far-fetched possibility. In the “Ballot or the Bullet,” Malcolm (1964) 
described precisely this kind of situation in 1960s America. The persistent oppression of 
black Americans, he declared, “makes the black community throughout America today 
more explosive than all of the atomic bombs Russia could ever invent.” Nor was the sug-
gestion that persistent oppression rendered the situation “explosive” mere speculation: there 
is evidence that the hateful rhetoric expounded by Farrakhan and the Nation of Islam some-
times did trigger anti-white violence by its members.28

Another example relates to ISIL’s terroristic hate propaganda. Venkatesh et al. (2020) 
have argued that ISIL’s success at using hate propaganda to motivate violence is partly 
explained by the fact that it taps into its audience’s feelings of deep injustice. ISIL hate pro-
paganda narratives, they note, “almost exclusively begin with a description of how ISI[L] 
has been wronged, and therein begins a justification for the violent acts that are meted 
out in graphic detail via the videos” (2020: 1760). This phenomenon is also reflected in 
the in-depth interviews Baugu and Neumann (2020) have recently conducted with radi-
calised Islamist prisoners. Their interview reveals that victimhood stories, which portray 
injustices allegedly perpetrated by the West, play a key role in motivating violent action 
(2020: 1580-1).

My point is not that hateful counterspeech is necessarily more likely to provoke violence. 
It is rather that the relationship between broader social context and speech-induced violence 
is empirically ambivalent. In some respects, the social context could make hate speech by 
dominant groups more likely than hateful counterspeech to successfully motivate violence. 
But in other respects, the opposite could be true.

What this last point suggests is that, even when we factor in the broader social context 
and its influence on local speech contexts, hateful counterspeech still seems capable of 
generating some serious harms associated with hate speech. Indeed, I have just argued that 
at least some harms (most notably, that of inciting or otherwise provoking violence) seem 
in important respects less dependent on the broader social context; and that, even insofar 
as they are dependent on the broader context, hateful counterspeech still seems capable of 
producing them. With respect to these harms, there is therefore a meaningful symmetry 
between low-status hate speech and hateful counterspeech.

Yet, this should not obscure the fact that, with respect to other harms, there remains a 
moral asymmetry between these two categories of speech. As we saw earlier in this section, 
the broad societal context empowers low-status hate speakers to produce some harms—e.g., 

27  Relatedly, Howard (2019b: 239 − 40) argues that speech that imposes a small risk of serious harm can be 
deeply wrongful (and liable to regulation).
28  See note 15.
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some especially stringent forms of psychological harm, as well as, according to McGowan, 
some illocutionary harms such as subordination, silencing, oppression, and discrimina-
tion—in a way that does not extend to hateful utterances directed by members of vulnerable 
groups at their oppressors.

Thus, the foregoing examination of the social dispersion of speaker power suggests that 
low-status hate speech can generate serious harms that hateful counterspeech cannot, but 
that hateful counterspeech nevertheless remains capable of generating some serious harms. 
In what follows, after briefly reiterating my argument for this view, I will turn, finally, to the 
implications of this moral conclusion for policy.

7 Conclusion

Is hateful counterspeech—inferiority-promoting speech directed by vulnerable groups at 
dominant groups—capable of producing serious harms? I have argued that it is. Yet this, 
as we have seen, is consistent with maintaining an important moral asymmetry between 
hateful counterspeech, on the one hand, and the inferiority-promoting speech of dominant 
groups, on the other.

Recall, briefly, why this is so. The claim that hateful counterspeech is not seriously harm-
ful faces a problem: this claim appears to be in tension with arguments for thinking that hate 
speech by low-status members of dominant groups (“low-status hate speech”) is harmful 
(Sects. 2–3). Indeed, many of the explanations for the harmfulness of low-status hate speech 
also seem to extend to hateful counterspeech. For example, attending to the jurisdiction and 
to the dynamics of authority helps explain why low-status hate speakers may have author-
ity (Sects. 4–5). But it also suggests that hateful counterspeakers such as Farrakhan can 
be authoritative (and so, capable of harming with his words). The insight that a speaker’s 
power to generate harms depends on the broader social context (Sect. 6) is more successful 
at establishing a moral asymmetry between the two: it explains why low-status hate speak-
ers can generate certain serious harms and why hateful counterspeakers cannot. Still, it 
faces a limitation of scope: it only applies to certain categories of harms. For other serious 
harms—most notably, the harm of motivating violence against target groups—it remains 
plausible to think that hateful counterspeech can produce them too.

This moral conclusion has important implications for policy. The first implication is that 
hateful counterspeech may justifiably be legally regulated as a form of hate speech. As 
we have seen, hate speech can generate numerous serious harms. Even if hateful counter-
speech cannot produce all of them (for the reasons outlined in Sect. 6), the important point 
remains that it can produce some of these harms (notably, the harm of inciting or otherwise 
motivating violence), and that the harms that it can produce are sufficiently weighty to war-
rant legal regulation. Accordingly, existing hate speech laws may be warranted in adopting 
the “expansive” account of hate speech, which encompasses speech directed at vulnerable 
groups and speech directed at more dominant groups.

This implication matters. As discussed in the Introduction, some legal scholars have 
influentially criticised the expansive legal definition of hate speech. Matsuda (1989: 2361), 
for instance, explicitly recommends that “expressions of hatred […] against historically-
dominant group members by subordinated group members are not criminalized.”29 My 

29  See also Gelber (2018: 407-08), Richardson-Self (2018: 14).
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analysis provides reasons to resist this narrower understanding of hate speech law, and to 
preserve the expansive account habitually on display in existing legal codes.

Yet my argument has also shown that this first implication requires qualification. The fact 
that “standard” hate speech can generate many harms that hateful counterspeech cannot also 
has implications—albeit more distant implications—for law. Specifically, this fact suggests 
that very fine-grained hate speech laws, which disentangle the different possible harms of 
hate speech, could sometimes be warranted in focusing narrowly on vulnerable groups. To 
see why, imagine laws that single out specific speech-based harms—e.g., a prohibition on 
speech that inflicts serious psychological harm on groups; a prohibition on speech that sys-
temically discriminates against groups; a prohibition on speech that facilitates intergroup 
violence; etc. The argument offered in Sect. 6 suggests that the first two, but not the third, 
may be warranted in focusing exclusively on speech directed at vulnerable groups.30 This, 
once more, is because, for reasons relating to the social dispersion of speaker power, hate-
ful counterspeech arguably cannot produce these first two harms in the way standard hate 
speech can.

Having said that, this second implication is less immediately applicable than the first. 
The reason for this is that existing legal codes relating to hate speech are usually not fine-
grained in the way outlined above. That is, existing hate speech laws are very often not 
focused on a specific harm associated with hate speech. For example, some restrictions 
target speech whose contents represent other groups as fundamentally inferior—e.g., as 
essentially vile, subhuman, contemptible, and the like.31 That inferiority-promoting content, 
in turn, could contribute to generating multiple kinds of serious harms. For instance, it could 
subordinate, enact discriminatory norms, cause psychological harms, or even motivate acts 
of violence against the target groups. A similar observation applies to another common type 
of hate speech law—laws that prohibit incitement to hatred. Inciting hatred against a group 
can harm in numerous ways. Among many other things, it can undermine targets’ assurance 
of their civic dignity, as well as facilitate acts of violence against the target group.32

The fact that, currently, hate speech laws tend to pick out speech that can harm in mul-
tiple ways is important when it comes to defining the “who” of hate speech. Some of these 
harms (such as constituting subordination, or enacting systemically discriminatory norms) 
arguably cannot be produced by speech directed by vulnerable groups at dominant groups. 
But others (most notably, motivating acts of violence) can. And since, to reiterate, these lat-
ter harms are sufficiently weighty to warrant legal regulation, legal codes are still warranted 
in adopting the expansive account of hate speech, which includes speech directed at vulner-
able groups and speech directed at dominant groups.

This leaves us with a nuanced conclusion. In cases where hate speech laws pick out 
speech that can generate multiple serious harms (at least one of which is the harm of moti-
vating or inciting violence) we should prefer the expansive account. This, moreover, is 
presently the typical case. However, if a state were to adopt a more fine-grained hate speech 
law, which focuses exclusively on a harm that cannot be produced by hateful counterspeech 

30  In this vein, Gelber’s (2018) prescriptive definition of hate speech focuses predominantly on the harm of 
systemic discrimination. If a hate speech law were to adopt this focus, it would have good reason—as Gelber 
suggests—to focus on vulnerable groups.
31  See, e.g., United Nation’s (1965) call for punishing the dissemination of “theories of the superiority of one 
racial group over another”.
32  Brown (2017a: 27–29) discusses numerous social harms associated with incitement to hatred.
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(such as systemic discrimination),33 then it would have good reason to prefer the narrow 
emphasis on speech that targets vulnerable subgroups.34

This conclusion helps steer a middle ground in the polarised debate with which we 
started. On the one hand, hateful counterspeech can generate harms weighty enough to 
warrant legal intervention—and this may well vindicate the current expansive legal defi-
nitions of the “who” of hate speech. But the important truth captured by legal theorists 
who oppose this expansive definition is that, nonetheless, there remains a moral asymmetry 
between the harms inflicted by hateful counterspeech, and those inflicted by standard cases 
of hate speech. And this asymmetry matters, not just because it affects our moral assess-
ment of hateful counterspeech, but also because it suggests that, were we to adopt more 
“fine-grained” hate speech laws, the narrow definition of the “who,” which excludes hateful 
counterspeech, could sometimes be appropriate.
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