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ABSTRACT: Including the ocean surface current in the calculation of wind stress is known to damp mesoscale eddies
through a negative wind power input and have potential ramifications for eddy longevity. Here, we study the spindown of
a baroclinic anticyclonic eddy subject to absolute (no ocean surface current) and relative (including ocean surface current)
wind stress forcing by employing an idealized high-resolution numerical model. Results from this study demonstrate that
relative wind stress dissipates surface mean kinetic energy (MKE) and also generates additional vertical motions through-
out the whole water column via Ekman pumping. Wind stress curl–induced Ekman pumping generates additional baro-
clinic conversion (mean potential to mean kinetic energy) that is found to offset the damping of surface MKE by
increasing deep MKE. A scaling analysis of relative wind stress–induced baroclinic conversion and relative wind stress
damping confirms these numerical findings, showing that additional energy conversion counteracts relative wind stress
damping. What is more, wind stress curl–induced Ekman pumping is found to modify surface potential vorticity gradients
that lead to an earlier destabilization of the eddy. Therefore, the onset of eddy instabilities and eventual eddy decay
takes place on a shorter time scale in the simulation with relative wind stress.

KEYWORDS: Eddies; Ekman pumping/transport; Instability; Wind stress; Air-sea interaction; Energy budget/balance

1. Introduction

Baroclinic mesoscale eddies exist across much of the ocean
and evolve on time scales of months to years (Chelton et al.
2011). Anticyclonic (cyclonic) eddies are categorized as hav-
ing positive (negative) sea level and temperature anomalies
that typically display depressed (raised) isopycnal surfaces.
Eddies are energetic features that dominate the ocean’s ki-
netic energy budget (Ferrari and Wunsch 2009), making them
efficient at redistributing oceanic properties (Zhang et al.
2014; Thompson et al. 2014). Interactions between atmo-
spheric winds and mesoscale eddies have important conse-
quences for ocean dynamics, and as such have been the focus
of numerous studies (Gaube et al. 2013; Xu et al. 2016;
Oerder et al. 2018; Song et al. 2020).

The dissipation of eddies has been attributed to a handful
of mechanisms, ranging from bottom drag (Arbic and Scott
2008), internal lee waves (Clément et al. 2016), western
boundary graveyard effects (Zhai et al. 2010), and ocean
current–wind interaction, known herein as “relative wind
stress” (Duhaut and Straub 2006; Zhai and Greatbatch 2007;
Zhai et al. 2012). Relative wind stress takes into account the
relative motion between surface winds and ocean currents. It
is parameterized by

trel � raCd|ua 2 us|(ua 2 us), (1)

where ra is air density, Cd is a drag coefficient that is a func-
tion of wind speed, ua is the atmospheric wind 10 m above the

ocean surface, and us is the ocean surface current. Neglecting
us in Eq. (1) gives

tabs � raCd|ua |ua, (2)

which is “absolute wind stress.” Throughout, subscripts “abs”
and “rel” imply absolute and relative, respectively. The total
wind power input into the geostrophic circulation can be com-
puted as

P �
�
S
t · ugsdS, (3)

where t · ugs is defined as work done by winds on the geo-
strophic ocean surface,

�
S is the integral over horizontal space,

and the subscript “gs” denotes geostrophic surface motion.
Total wind power input P has units of kg m2 s23.

Relative wind stress acts to reduce the total wind power
input into large-scale geostrophic motions by ∼20%–35%,
ultimately slowing down the ocean circulation (Duhaut and
Straub 2006; Hughes and Wilson 2008). Relative wind stress is
also found to reduce mesoscale eddy kinetic energy by ∼30%
(Seo et al. 2016; Renault et al. 2016b; Oerder et al. 2018). The
damping mechanism is illustrated in Fig. 1 for a circular anti-
cyclonic eddy in geostrophic balance. As a surface wind blows
over the eddy, the wind stress becomes modified by the
eddy current, producing a larger (smaller) wind stress at
the southern (northern) side of the eddy compared when the
eddy current is not considered. Because the wind stress is
largest at the southern side and opposes the eddy current,
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there is more negative wind work than positive. When wind
work is integrated over space, total wind power input is nega-
tive and energy is removed from the eddy. The result is the
same for a geostrophically balanced cyclonic eddy, as the
eddy circulation is merely directed in an anticlockwise man-
ner, rather than clockwise.

Relative wind stress damping has other important effects
on ocean processes. Through a reduction in ocean current
speeds by relative wind stress, numerical simulations dis-
played improvements in their representation of equatorial
currents (Pacanowski 1987) and western boundary current
systems (Ma et al. 2016; Renault et al. 2016a). Without this
damping mechanism, however, eddy features in the Agulhas
Current are poorly characterized (McClean et al. 2011) and
total heat transport in the Southern Ocean is overestimated
(Munday et al. 2021).

A further dynamical response of relative wind stress is the
production of vertical motions via Ekman pumping, which is
found to attenuate eddies by flattening their isopycnals (Dewar
and Flierl 1987). However, relative wind stress–induced Ekman
pumping could be a potential route for the supply of energy
through baroclinic conversion (Renault et al. 2018). Shan et al.
(2020) show that the conversion of potential into kinetic energy
could partially compensate the damping of kinetic energy by
relative wind stress. In addition, Ekman pumping due to rela-
tive wind stress is also known to play an important role in the
supply of nutrients from the deep ocean into the euphotic zone
(McGillicuddy et al. 2007; Gaube et al. 2014).

The structure of eddies can also impact their lifetime. For
example, the stability of monopole baroclinic eddies is found
to decrease with an increase in baroclinic shear, leading to a
breakup of the initial vortex structure (Ikeda 1981). Eddies

with strong baroclinic components typically exhibit a deep
flow that is counter to its surface rotation, destabilizing baro-
clinic eddies (Dewar and Killworth 1995). In this counter-
rotating setup, upper- and lower-layer potential vorticity
gradients oppose each other, providing a necessary condition
for baroclinic instability (Pierrehumbert and Swanson 1995).
Dewar et al. (1999) found that eddy stability can be enhanced
by a stronger barotropic component, a deep corotating flow,
implying a reduction of opposing potential vorticity gradients
between upper and lower layers. In a linear stability analysis,
Katsman et al. (2003) reveal growth rates of the most unstable
azimuthal modes are drastically reduced when the vertical
eddy structure transitioned from counter to corotating.

This paper aims to examine the role that relative wind
stress has on a baroclinic anticyclonic eddy. First, when the
eddy is subject to relative wind stress and its associated nega-
tive wind power input, does this lead to a complete eddy
spindown? Second, can Ekman pumping generate additional
kinetic energy through baroclinic conversion that offsets rela-
tive wind stress damping? Finally, how might the stability of a
baroclinic counterrotating eddy be affected by relative wind
stress? In section 2, descriptions of the model setup and key
theoretical techniques are given. In section 3, we present our
main findings, showing how the eddy responds to each wind
stress formula. In section 4, we summarize and discuss the results.

2. Methods

a. Experimental setup

The MIT general circulation model (Marshall et al. 1997) is
employed in this study. The model is set in an idealized con-
figuration, whereby a single eddy is allowed to evolve in a

FIG. 1. Schematic depicting changes in wind stress (t) and wind power input (P) over an isolated anticyclonic eddy.
A wind that blows west to east over an eddy will produce a wind stress that generates positive and negative wind
work at its northern and southern sides. (a) For an absolute wind stress, tabs is constant over the eddy, meaning there
are equal amounts of positive and negative wind work at each north and south side of the eddy. A sum of total wind
work over this eddy gives zero wind power input and no eddy damping. (b) Relative wind stress gives more wind
stress on the southern side and less on the northern side. The asymmetry in the wind stress produces more negative
than positive wind work. Summing over the whole space gives a net negative wind power input, and energy is system-
atically removed from the eddy.
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box-like domain while being forced by a surface wind stress.
The idealized approach allows the underlying physics of eddy–
wind interactions to be diagnosed.

The eddy sits on an f plane at a latitude of 408N and the do-
main spans 2000 km in each horizontal direction with meso-
scale resolving resolution of 10 km. In the vertical, the
domain is 4000 m deep and has 91 z levels with grid spacing of
5 m at the surface and 100 m near the bottom. Generated using
Stewart et al. (2017), this vertical grid is designed to ensure that
baroclinic modes are correctly resolved in z-coordinate ocean
models. At the boundary edges the flow is reentrant, meaning
what leaves the north (east) boundary reenters through the
south (west), and vice versa. A temperature sponge layer of
width 100 km is applied at each boundary edge and is restored
daily, making sure that any temperature signals propagated
from the eddy do not cross the boundary edge and reenter the
domain. At the bottom boundary, a free-slip condition is used
along with zero bottom drag. Values of key parameters can be
found in Table 1.

At the grid scale, energy dissipation and temperature diffu-
sion are parameterized using biharmonic operators. The Prather
advection scheme (Prather 1986) is used in the temperature
equation to preserve any sharp frontal structures that might
arise in the flow. Moreover, the use of the Prather scheme has
been found to reduce levels of spurious diapycnal mixing in
high-resolution z-coordinate models (Hill et al. 2012). In the ver-
tical, constant viscous and diffusive coefficients are employed, as
well as convective adjustment to remove static instability.

Initial eddy conditions are derived from a thermal wind bal-
ance and employ a Gaussian function for its sea surface height
and horizontal temperature profile (Chelton et al. 2011). The
sea surface height is given by

h(x, y) � Aexp[2(x2 1 y2)/R2], (4)

where A is the eddy sea surface amplitude and R is the
e-folding radius, which is the point of zero vorticity. Maximum
geostrophic velocities occur at Ls = 221/2R, the speed-based
radius (Chelton et al. 2011). The temperature profile is

T(x, y, z) � T′exp[2(x2 1 y2)/R2]exp[2 g(z/H1)] 1 Tref(z),
(5)

where T′ is the temperature anomaly, g governs the stratifica-
tion of the water column, and H1 is the effective thermocline
depth. Figure 2a shows a transect of this temperature profile.
The use of g in Eq. (5) produces a temperature profile that
decays with depth, necessary to generate a counterrotating
lower layer. The reference background temperature profile,
Tref(z), is found using the linear equation of state, where the
reference background density profile is given by

rref(z) � r0[1 2 N2
0(z/g)]1 0:5Dr{1 2 tanh[B(z 1 H1)/H]},

(6)

where r0 is a reference density, N0 is a reference buoyancy
frequency, g is the gravitational constant, z are vertical grid
levels, Dr is the difference in density between the surface and
bottom, B is the gradient of the density profile, and H is the
depth of the ocean.

TABLE 1. Key model parameters.

Symbol Value Description

Lx,y 2000 km Domain size
H 4000 m Ocean depth
H1 800 m Upper-layer ocean depth
Dx, y 10 km Horizontal grid resolution
Dz 5–100 m Vertical grid spacing
f 9.3461 3 1025 s21 Coriolis frequency
A 25 cm Eddy amplitude
R 100 km Eddy e-folding radius
ua 7 m s21 Wind speed
T′ 2.58C Temperature anomaly
g, B 1, 3 Governs stratification
r0 1026 kg m23 Reference ocean density
Dr 3 kg m23 Density difference between layers
N0 1025 s21 Reference buoyancy frequency
A4 8 3 1010 m4 s21 Biharmonic viscous coefficient
Az 1 3 1024 m2 s21 Vertical viscous coefficient
k4 3.2 3 109 m4 s21 Biharmonic diffusive coefficient
kz 4 3 1025 m2 s21 Vertical diffusive coefficient

FIG. 2. Meridional transects through the eddy center of (a) initial temperature (8C) and (b) zonal velocity (m s21).
The horizontal dashed line in (b) is the depth of the upper layer,H1 = 800 m.
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Horizontal velocity components of the eddy are in geo-
strophic balance

ug(x, y, z) �
g
f
k 3 =h 1 a

�0

z
=T dz

[ ]
, (7)

where f is the Coriolis frequency, a is the thermal expansion
coefficient, and ug = (ug, yg) are zonal and meridional geo-
strophic velocity components. The subscript g symbolizes geo-
strophic components. The first term in the square brackets is the
surface velocity derived from the Gaussian sea surface height,
and the second term is the vertical shear derived through ther-
mal wind balance. Figure 2b displays a transect of initial veloc-
ity, with the counterrotating setup clearly visible.

The wind setup follows McGillicuddy (2015). A spatially
uniform background wind begins in the west to east direction
and rotates 2p/64 every hour, meaning the wind vectors make
one full rotation every 64 h. Choosing this rotation period
avoids inertial disturbances developing in the eddy shape, and
also minimizes Ekman transport that could lead to sea level
height discontinuities at the boundary edges.

In this analysis, two main simulations are carried out: absolute
wind stress (AW) and relative wind stress (RW). An additional
simulation with no-wind forcing is run as our control experiment
and shows how the eddy evolves on its own. Prior to any analy-
sis, a 10-day model adjustment phase is run to allow any waves
to die down. After this adjustment, the wind is turned on imme-
diately and each simulation is run for 400 days in total.

b. Ekman pumping

Total Ekman pumping is defined following Stern (1965):

Wtot �
1
r0

k · = 3
t

(f 1 zg)
[ ]

, (8)

� k · = 3 t

r0(f 1 zg)︸			︷︷			︸
Wc

1
1

r0(f 1 zg)2
tx
zg
y

2 ty
zg
x

( )
︸														︷︷														︸

Wz

, (9)

where zg is the geostrophic relative vorticity, and t x and ty are
zonal and meridional wind stress components, respectively.
The Wtot is calculated using daily time-mean quantities, as is
the case for all terms except energetics in section 2c.

Total Ekman pumping Wtot consists of two components:
linear Ekman pumping Wc}induced by a wind stress curl}
and nonlinear Ekman pumping Wz}induced by vorticity
gradients. For a uniform background wind, relative wind
stress generates a wind stress curl because of its spatial vari-
ability over the eddy, whereas absolute wind stress is constant
everywhere and no gradients in wind stress will exist (see Fig. 1).
Therefore, only relative wind stress induces linear Ekman
pumping, which produces upwelling at the center of anti-
cyclonic eddies, enabling spindown through a flattening of
isopycnals (Dewar and Flierl 1987). On the other hand, non-
linear Ekman pumping takes place irrespective of the wind
stress formula, and will exhibit dipoles of up/downwelling.

The primary effect of Wz is to advect the eddy by tilting iso-
pycnals (Stern 1965). Similarly to Gaube et al. (2015), we ex-
pect Wc to be the dominant attenuation process in this eddy
setup.

c. Energetics

To understand the eddy spindown process, we make use of
the quasigeostrophic energetic framework defined by von
Storch et al. (2012). In the following definitions, the time
mean refers to a 16-day rolling average, and turbulent terms
are perturbations from this mean. The choice of this 16-day
time mean is made to avoid aliasing any unwanted signal that
might come from averaging a noninteger multiple of wind ro-
tations, i.e., 16 days works out at 6 full wind rotations. Mean
energy terms help diagnose the total evolution of the eddy,
and are denoted by subscript M. Turbulent energy terms are
useful to examine eddy instability pathways, and are denoted
by subscript T. Conversions between energy reservoirs are
symbolized by C(X, Y). For C(X, Y) . 0, X is converted to Y,
and C(X, Y), 0, Y is converted to X.

Mean potential and mean kinetic energy are described
using

PEM � 2

�
V

g
2n0

r*(x, y, z, t)2 dV, and (10)

KEM �
�
V

r0
2
(u2

g 1 y 2
g ) dV, (11)

where the overbar represents a time mean, r*(x,y,z, t) �
r(x,y,z, t)2 rref(z) is a density anomaly relative to a constant-
in-time reference background density state, n0 is the vertical
gradient of rref(z), from Eq. (6), and

�
V is the volume integral.

Both PEM and KEM have units of kg m2 s22. This quasigeo-
strophic framework has been employed in previous energy
analyses (Chen et al. 2014; Youngs et al. 2017).

The mean kinetic energy describes the strength of the eddy
flow, and its temporal evolution is governed by energy con-
versions, wind work, and viscous dissipation:

KEM

t
� C(PEM, KEM) 1 P 1 �(KEM), (12)

where

C(PEM, KEM) � 2

�
V
gr w dV, and (13)

P �
�
S
t · ugs dS: (14)

In Eq. (12), divergence and advection terms have been ne-
glected because they do not contribute to the time evolution
of domain-integrated KEM. Equation (13) describes the con-
version between PEM and KEM, and has units of kg m2 s23.
When C(PEM, KEM) . 0, PEM is transferred to KEM, and
this can be thought of as baroclinic conversion. This term is
governed by fluxes of density up and down the water column
and may be an important term because it could be affected by
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relative wind stress–induced Ekman pumping. Equation (14)
is wind power input, also shown in Eq. (3). In the case of a
uniform background wind and relative wind stress, P will dis-
sipate mesoscale eddies (Xu et al. 2016). The last term
�(KEM) is made up of turbulent momentum transfers and vis-
cous processes.

Diagnosing turbulent eddy terms can inform on the pres-
ence of eddy instabilities. Turbulent kinetic energy is

KET �
�
V

r0
2
(u ′2

g 1 y ′2g ) dV, (15)

where the primes are fluctuations from their time-mean. KET

has units of kg m2 s22. Conversion terms that transfer turbu-
lent energy in and out of KET are given by

C(KET , KEM) �
�
V
(r0u′gu′ · =ug 1 r0y

′
gu

′ · =yg)dV, (16)

C(PET , KET) � 2

�
V
gr′w′ dV, (17)

where u 5 (ug, yg, w). Equation (16) is the conversion be-
tween turbulent kinetic energy and mean kinetic energy by
momentum fluxes. This is the barotropic pathway and baro-
tropic instability takes place when shear in the mean flow pro-
duces turbulent kinetic energy, i.e., C(KET, KEM) , 0.
Equation (17) is the generation of turbulent kinetic energy
from turbulent potential energy by perturbation vertical den-
sity fluxes. This is the baroclinic pathway and baroclinic insta-
bility occurs when vertical density fluxes restratify the tilted
isopycnals, i.e., C(PET, KET) . 0. Equations (16) and (17)
have units of kg m2 s23. A full derivation of these energetic
terms can be found in von Storch et al. (2012) and Chen et al.
(2014), so we will not cover them here.

d. Potential vorticity

Potential vorticity is used here to diagnose changes in the
stability of the anticyclonic eddy from relative wind stress.
Following Hoskins et al. (1985), potential vorticity Q is de-
fined as

Q � (f 1 zg)zb 2 (zyg)(xb) 1 (zug)(yb), (18)

where b = 2gr/r0 is the buoyancy. A necessary condition for
the growth of eddy instabilities is the existence of a sign
change in radial potential vorticity gradient (rQ) in either
the radial or vertical direction (Vallis 2006). When rQ
changes sign in the horizontal it indicates barotropic instabil-
ities, and when the sign of rQ varies in the vertical, this indi-
cates baroclinic instabilities. In the counterrotating eddy
setup, rQ changes sign in the vertical and it is thus baroclini-
cally unstable (Dewar et al. 1999).

3. Results

a. Wind-induced vertical motions

Normalized relative vorticity zg/f, nonlinear Ekman pump-
ing Wz, and vertical velocity w are displayed in Fig. 3 for the
absolute wind stress simulation (AW). The Wz in this case ac-
counts for total Ekman pumping. These quantities are plotted
using daily time-mean model output at day 100 and show the
eddy approximately midway through its lifetime. The zg/f
maintains a circular symmetric profile with strong anticyclonic
vorticity at its center and weak cyclonic vorticity at its periph-
ery (Fig. 3a). The Wz displays a dipole pattern of upwelling
and downwelling at the eddy center (Fig. 3b), generated
through the interaction of constant tabs and horizontal relative
vorticity gradients. The dipole orientation is also dependent
on the direction of the wind. The w is shown at a depth of 5 m
(Fig. 3c), the first z layer below the surface. The pattern of w
is similar to Wz in its shape and magnitude. The Wz reaches
0.065 m day21 while w exhibits values over 0.1 m day21. In
w, a spiral arm can be seen at the outer edge of each dipole,
pointing to a possible growth of azimuthal wavenumber l = 2
in the counterrotating eddy setup (Katsman et al. 2003). Plot-
ting w at 5-m depth is done because Wz is valid at the base of
the Ekman layer. The depth of the Ekman layer is defined us-
ing dE � ����������(2Az)/f

√
(Vallis 2006) and gives dE ≈ 1.5 m.

In the relative wind stress simulation (RW), additional
quantities are presented in Fig. 4, showing relative wind stress
curl = 3 trel, linear Ekman pumping Wc, and total Ekman
pumping Wtot. At day 100, an eddy weakening can first be
observed in RW by looking at the plan views of zg/f (Figs. 3a
and 4a). Anticyclonic vorticity in RW is weaker than AW as
can be seen by the reduction in contour saturation at the eddy

FIG. 3. Horizontal patterns at day 100 in absolute wind stress simulation of (a) surface normalized relative vorticity, (b) nonlinear
Ekman pumping (m day21), and (c) model output vertical velocity (m day21) at a depth of 5 m. Quantities are calculated using
MITgcm daily time-mean output.
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center. This damping of relative vorticity is due to the im-
posed relative wind stress curl that injects oppositely signed
vorticity into the eddy (Fig. 4b). Like AW, RW has a dipole
pattern inWz, but more downwelling takes place (Fig. 4d) due
to trel introducing asymmetry. Additionally,Wz is overall weaker
than AW, with values around 0.058 m day21, consistent with the
damping of zg/f. TheWc (Fig. 4e) is generated via the wind stress
curl, displaying a monopole of upwelling (0.12 m day21) sur-
rounded by weak downwelling (0.02 m day21), attenuating
the eddy by flattening its isopycnals. The Wtot has even stron-
ger central upwelling (0.14 m day21) and is clearly dominated
by the upwelling nature of Wc (Fig. 4f). As with AW, w
(Fig. 4c) has similar patterns to Wtot but is greater in value as
it is deeper than dE ≈ 1.5 m. Gaube et al. (2015) and Chen
et al. (2020) also found similar Ekman pumping patterns to
the ones shown here.

Further examination of the eddy vertical velocity field is
made in Fig. 5. Away from the eddy surface, horizontal verti-
cal velocity patterns take on a different shape. Figures 5a and
5b show w at day 100 averaged over the top 800 m for abso-
lute and relative wind stress simulations. The w field exhibits
alternating up/downwelling cells that encircle the eddy center,
which indicate the eddy is not in geostrophic balance (Pilo
et al. 2018). The w field is dominated mostly by a four cell pat-
tern, but also exhibits a weaker eight cell pattern toward the
periphery. The four cell vertical velocity pattern is similar to
the pattern of a linearly unstable vortex with azimuthal wave-
number l = 2 seen in Fig. 2 of Dewar et al. (1999), while the
eight cell pattern may indicate the existence of higher unsta-
ble wavenumbers. Nevertheless, the net effect of relative

wind stress on values of w still remain. The wrel has maximum
absolute values up to 0.03 m day21 greater than wabs.

Transects of w show the extension of vertical motions down
the water column (Figs. 5c,d). The wabs exhibits a dipole of
up/downwelling at the surface, but with depth the modal wave
pattern becomes greater than any Ekman pumping effects.
Similarly, wrel shows an Ekman pumping pattern at the sur-
face, as seen in Figs. 4c and 4f, but again the modal wave pat-
tern quickly exerts its dominance with depth. The overall
increase in w is also visible in Fig. 5e from the surface down to
3000 m. This implies that, although the spatial pattern of w
changes with depth, the impact of relative wind stress on ver-
tical velocity remains throughout the water column.

b. Mean eddy energetics

1) DAMPING AND DISSIPATION

The work done by wind on the eddy’s geostrophic surface
motion at day 100 is shown in Fig. 6. Here, the daily model
output is used to calculate wind work at a snapshot in time.
Dipoles of positive and negative wind work exist in absolute
(Fig. 6a) and relative (Fig. 6b) wind stress simulations. Maxi-
mum values of wind work occur in regions of the eddy that
have the strongest surface current, which is at the speed-based
radius, Ls ≈ 70 km. In AW, the amount of negative wind
work is negated by positive wind work, since there is no
current–wind interaction in tabs, Eq. (2). In RW, in absolute
terms, there is around 12% more negative than positive wind
work due to the current–wind interaction in trel, Eq. (1), seen
through the zonal cross section of wind work (Fig. 6c). The

FIG. 4. Horizontal patterns at day 100 in relative wind stress simulation of (a) surface normalized relative vorticity, (b) relative wind
stress curl, (c) model output vertical velocity (m day21) at a depth of 5 m, (d) nonlinear Ekman pumping (m day21), (e) linear Ekman
pumping (m day21), and (f) total Ekman pumping (m day21). Quantities are calculated using MITgcm daily time-mean output.
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total wind power input by relative wind stress is seen over
time in Fig. 7c and highlights the amount of power being re-
moved from the anticyclonic eddy.

The time evolution of domain integrated mean eddy ener-
getics is shown in Fig. 7. Total eddy energy (KEM 1 PEM) is
dominated by PEM, where KEM is around an order of magni-
tude smaller for the first 150 days of the time series
(Figs. 7a,b). Dissipation of total energy in RW is larger than
AW as a result of work done by relative wind stress (Figs. 6b
and 7c), as shown by the more rapid decrease of KEM 1 PEM.

The overall damping of total energy likely reflects a release of
PEM, for which relative wind stress is the most efficient at ful-
filling, achieving an additional 7 3 1014 J of dissipation at day
200. Although the wind power input by relative wind stress is
negative (Fig. 7c) and consistent with the decay of total eddy
energy, it does not explain in full how PEM is reduced.

From Eq. (12) there are two important terms that govern
mean kinetic energy: C(PEM, KEM) and P. The Prel in this case
is negative (Fig. 7c) and therefore extracts KEM from the eddy.
The exponential growth seen in Prel is associated with the

FIG. 5. Model vertical velocity output at day 100 (m day21). Horizontal patterns averaged over top 800 m for (a) absolute wind stress
and (b) relative wind stress, and zonal transects through eddy center for (c) absolute wind stress and (d) relative wind stress. (e) The
root-mean-square of vertical velocity for absolute (black) and relative (red) wind stress simulations. Quantities are calculated using
MITgcm daily time-mean output.

FIG. 6. Horizontal patterns at day 100 of wind work done on the eddy’s geostrophic motion (1023 W m22), for (a) absolute wind stress
and (b) relative wind stress simulations. (c) Zonal cross sections}dashed lines in (a) and (b)}of wind work in absolute (black line) and
relative (red line) wind stress simulations. Quantities are calculated using MITgcm daily time-mean output.
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exponential growth in KEM (Fig. 7b) as Prel depends on the
ocean surface current speed. The C(PEM, KEM) is positive for
all time in each simulation (Fig. 7d) and implies PEM is con-
verted to KEM. In RW, C(PEM, KEM) is greater for most of
time and undergoes an earlier exponential growth and decay.
The growth of C(PEM, KEM) in part explains the increased re-
duction in total energy (Fig. 7a) since PEM has to be converted
into KEM before being mechanically dissipated by Prel, or other
viscous processes. However, the growth and decay of KEM in each
simulation (Fig. 7b) appears to be governed by C(PEM, KEM),
even in RW with Prel. Taking a closer look at values of
C(PEM, KEM) and Prel in Figs. 7c and 7d. At day 31 in the time
series, C(PEM, KEM) is ∼3.4 3 106 W in AW and 3.6 3 107 W
in RW, while Prel in RW is ∼23.1 3 107 W. Additional
C(PEM, KEM) in RW counteracts Prel by ∼21.5 3 106 W, and
by day 100, this has grown to ∼2 3 106 W. This counteracting
process by relative wind stress–induced C(PEM, KEM) contin-
ues until the exponential growth in RW begins to die down.

The effect of relative wind stress on mean kinetic energy
and baroclinic conversion is further explored by decomposing
their volume contributions into upper and lower layers (Fig. 8).
The upper layer is calculated using all z levels above and in-
cluding 800 m, and the lower layer represents that below. As
expected, relative wind stress damps upper mean kinetic en-
ergy by around 20% from day 31 up until its exponential
growth near to day 150 (Fig. 8a). This damping of surface
mean kinetic energy is similar to findings by Seo et al. (2016)
and Oerder et al. (2018). It is also clear from this exponential
growth in upper-layer KEM why Prel grows (Fig. 7c). In con-
trast, lower mean kinetic energy has increased by 3% over the
same period as a result of relative wind stress (Fig. 8b). It can

be seen that relative wind stress produces more baroclinic
conversion in both layers, showing a deep reaching effect
from this surface drag (Figs. 8c,d). In each case, the additional
baroclinic conversion is consistent with the larger rms[w] in
RW (Fig. 5e). It therefore appears that additional lower-layer
baroclinic conversion helps to offset any surface damping.

2) A SCALING ARGUMENT

To provide insight into why additional production of KEM

in RW appears to offset wind damping by relative wind stress,
we seek a scaling between C(PEM, KEM) and Prel. To account
for deviations in density caused by the eddy, r needs to be re-
placed in Eq. (13). Using von Storch et al. (2012),�

V
r w dV �

�
V
(r 2 rref)w dV �

�
V
r*w dV · (19)

This is true because
�
V
rrefwdV � 0 as the volume integral

of w will be zero with no-normal flow boundary conditions.
Therefore, r* replaces r in Eq. (13) for this scaling analysis.

Next, additional vertical velocities are generated by relative
wind stress–induced Ekman pumping, and it is known that lin-
ear Ekman pumping attenuates eddies (Dewar and Flierl
1987; Gaube et al. 2015). We note that a no-wind experiment
(not shown) has similar mean energetics to AW, revealing thatWz

has little effect on C(PEM, KEM). Therefore, Wz is neglected
from this scaling, and w is replaced byWc in Eq. (13), thus

C(PEM, KEM) � 2Hgr* WcL
2
e , (20)

where Le is an eddy length scale. To complete this scaling
we now need expressions for relative wind stress, wind

FIG. 7. Time series from day 31 to 300 comparing absolute (black) and relative (red) wind stress simulations of
(a) total mean energy, (b) mean kinetic energy, (c) relative wind stress damping, and (d) conversion of mean potential
to mean kinetic energy. Terms in (a), (b), and (d) are volume integrals, and (c) is a spatial integral. Each day represents
a 16-day time mean. Units of energy in joules and damping/conversion in watts.
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power input by relative wind stress, and linear Ekman
pumping.

Following Duhaut and Straub (2006), we find tdiff and Pdiff

that equate to relative minus absolute components. In each
case, these will provide the contributions that come entirely
from eddy–wind interaction. So, Pdiff is essentially the amount of
energy relative wind stress will take out, meaning Pdiff ∼ Prel. To
find tdiff, it is assumed that only winds aligned with the eddy
current contribute to the wind speed magnitude

|ua 2 ugs| ≈ |ua | 2 ugs · i (21)

where i is a unit vector that points in the direction of ua. Using
this assumption, along with Eqs. (1) and (2),

tdiff ≡ trel 2 tabs ≈ raCd[2|ua|ugs 2 (ugs · i)ua]
≈22raCduaugs, (22)

where quadratic terms have been neglected, and ua. 0. Similarly,

Pdiff ≡
�
S
tdiff · ugs dS ≈22raCduau

2
gsL

2
e : (23)

Now, substituting Eq. (22) into Eq. (9) and neglecting the
nonlinear componentWz gives

Ŵc �
= 3 tdiff
r0(f 1 zg)

≈2
2raCdua

r0f
zg, (24)

where Ŵc neglects the vorticity in the denominator, since
zg ,, f. Equation (24) implies that Ŵc generates upwelling

(downwelling) in anticyclonic (cyclonic) regions. Finally, taking
Eqs. (20), (23), and (24), and assembling the scaling gives

C(PEM, KEM)
Prel

∼ Hgr*zg
r0fu

2
gs

: (25)

Based on parameters in the anticyclonic eddy, we put
r* /r0 ∼ 1024, zg ∼ 1026 s21, u2gs ∼ 1022 m2 s22, and values from
Table 1 into Eq. (25). These values give a scaling ratio equiva-
lent to 4, showing that additional production of KEM by Wc

offsets damping by relative wind stress. This also supports our
numerical findings found in section 3b(1).

c. Destabilization of the eddy

The destabilization of the eddy is first examined using vol-
ume integrated turbulent eddy energetics, shown in Fig. 9. Ini-
tially, little growth is observed in all terms, consistent with the
stable time evolution of KEM and C(PEM, KEM) (Figs. 7b,d).
Around day 175, growth in terms begin, indicating the start of
eddy instabilities. The dominant instability is baroclinic, with
C(PET, KET) . 0 supplying KET (Figs. 9a,b). The barotropic
pathway C(KET, KEM) is equivalent in magnitude to the bar-
oclinic one, though fluxes of momentum are predominantly
directed upgradient, i.e., KET is converted to KEM (Fig. 9c).
The vertical shear component of C(KET, KEM) is negligible.
Indeed, Katsman et al. (2003) found the dominant instability
to be baroclinic in a counterrotating eddy regime. It can also
be seen that the turbulent peaks all take place shortly after
(∼10 days) the mean energetic peaks (Figs. 7b,d), indicating
that instabilities are prevalent during the eddy’s decay stage.

FIG. 8. Time series from day 31 to 300 comparing absolute (black) and relative (red) wind stress simulations of
(a) upper-layer mean kinetic energy, (b) lower-layer mean kinetic energy, (c) upper-layer conversion of mean
potential to mean kinetic energy, and (d) lower-layer conversion of mean potential to mean kinetic energy. Terms are
volume integrated over upper (from 0 to 2800 m) and lower (from 2800 to 24000 m) layers. Each day represents a
16-day time mean. Units of energy in joules and conversion in watts.
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A few differences between wind stress simulations exist. The
first one is the time of growth, where RW undergoes its ampli-
fication ∼10 days earlier. Second, although RW becomes un-
stable sooner, AW exhibits greater maximum peaks for all
quantities, in particular, KET is ∼30% larger than RW. This
implies that relative wind stress initiates instabilities sooner
but also damps their overall magnitude. Furthermore, growth
across all terms comes from the upper 800 m, with turbulent
energetic values in the lower layer at least an order of magni-
tude smaller (not shown). This is consistent with the eddy’s
primarily surface intensified nature.

A reason for this earlier instability onset can be attributed
to changes in the eddy’s PV gradient between the upper and
lower layers, shown in Fig. 10 for quantities at day 100. It can
be seen through cross sections of PV gradients at the eddy
surface that values in RW near to a radius of 50 km increase
by factors of 4–8 in response to relative wind stress (Fig. 10c).
This increase in PV gradient may be the cause of an earlier
onset of baroclinic instability in the eddy (Fig. 9b). Modifica-
tions to the surface PV gradient can be seen by considering
the contributions to PV in Eq. (18). The dominant component
of PV is (f 1 zg)zb, and we know that zg ,, f. A cross section
of fzb at the surface (Fig. 10b) is shown to match PV (Fig. 10a),
displaying a similar increase in value in RW. The cross sections

at 2000 m depth (Figs. 10e–g) are smaller than the surface quan-
tities and do not vary between wind stress simulations, likely due
to zg ,, f and weak lower-layer stratification (see Fig. 2a). We
explain the increase in fzb through surface buoyancy anomalies
at day 100 (Figs. 10d,h). Through the action of linear Ekman
pumping, it can be seen in RW that buoyancy is lost (gained) at
the eddy center (periphery) through upwelling (downwelling).
The Ekman pumping process flattens isopycnals, and by doing
so converts horizontal density gradients into vertical density gra-
dients, thus increasing fzb at the surface. This leads to larger PV
and PV gradients at the surface in RW, as well as the earlier
growth in turbulent energetics (Fig. 9).

Horizontal plan views of surface zg/f, and turbulent kinetic
energy, baroclinic pathway, and barotropic pathway averaged
over the top 800 m at day 200 are presented in Fig. 11. Again,
zg/f uses daily mean model output, and energetic terms use a
16-day time-mean at day 200. The choice of day 200 is used to
illustrate the spatial inhomogeneity of these perturbations
prior to the eddy’s breakup in each wind stress simulation. In
AW, zg/f (Fig. 11a) displays two spiral arms at the north and
south side of the eddy, a feature that was first observed and
noted in section 3b through Ekman pumping patterns. There
is a clear elliptical tripole vorticity pattern with anticyclonic
vorticity at the center, much different to the circular profile at
day 100 (Fig. 3a). In general, this elliptical pattern is found to
be typical of an unstable azimuthal wavenumber l = 2 in a bar-
oclinic eddy (Baey and Carton 2002). Turbulent kinetic energy
and positive baroclinic pathway are concentrated at each spiral
arm and between patches of opposing zg/f near the eddy center,
highlighting the instability present in the eddy (Figs. 11b,c). Val-
ues in the barotropic pathway are similar to the baroclinic one,
but show a tendency for barotropic instability (Fig. 11d), which
is also seen through the volume integrated terms in Fig. 9c. In
RW, each quantity (Figs. 11e–h) displays a slowdown in azi-
muthal rotation in response to the damping of upper-layer mean
kinetic energy (Fig. 8a). The zg/f profile has become narrower
and the stronger north–south anticyclonic regions have initiated
their detachment at the origin. Moreover, turbulent kinetic en-
ergy and the baroclinic and barotropic pathways are all much
stronger than AW, supporting an earlier destabilization, and ulti-
mate breakup, due to relative wind stress.

4. Summary and discussion

Results from this paper highlight the dynamical response of
an anticyclonic baroclinic eddy when forced by an absolute or
relative wind stress. Rather than examining an eddy through
its entire life cycle (i.e., generation to dissipation), a geo-
strophically balanced eddy was initialized in a mesoscale re-
solving numerical model to enable the investigation of its
spindown process. The relevant mechanisms involved in the
decay of this eddy include its vertical velocity, energetics, and
potential vorticity. These processes were examined to help an-
swer the questions posed toward the end of the introduction.

(i) Can relative wind stress lead to a complete eddy spin-
down? In this counterrotating eddy setup, relative wind
stress dissipates combined mean potential and mean

FIG. 9. Time series from day 31 to day 300 comparing absolute
(black) and relative (red) wind stress simulations of (a) turbulent
kinetic energy, (b) baroclinic pathway, and (c) barotropic pathway.
Terms are volume integrated and each day represents a 16-day time
mean. Units of energy in joules and instability pathways in watts.
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kinetic energy throughout the simulation, consistent
with the notion that relative wind stress is a drag mecha-
nism (Dewar and Flierl 1987). However, damping of
mean kinetic energy by relative wind stress is offset by
an additional production of mean kinetic energy via

baroclinic conversion. Moreover, examining upper- and
lower-layer mean energetics reveals that relative wind
stress damps (energizes) upper-layer (lower-layer) mean
kinetic energy. These findings inform us that relative
wind stress is more than just a dissipative process,

FIG. 10. Meridional cross sections at day 100 at the surface (5 m) and middepth (2000 m) of (a),(e) potential vorticity (1029 s23),
(b),(f) potential vorticity contribution by vertical buoyancy gradient (1029 s23), and (c),(g) radial potential vorticity gradient
(10214 m21 s23), comparing absolute (black) and relative (red) wind stress simulations. Horizontal plan views of buoyancy anom-
aly b(day = 100) 2 b(day = 1) (1024 m s22), at surface (5 m) for (d) absolute and (h) relative wind stress simulations. Quantities
are calculated using MITgcm daily time-mean output.

FIG. 11. Horizontal patterns at day 200 of (a),(e) surface normalized relative vorticity, then profiles averaged over top 800 m of (b),(f)
(1/2)(u′2g 1 y ′2g) (1024 m2 s22); (c),(g) 2gr′w′ (1027 W m23); and (d),(h) r0u′gu′ · =ug 1 r0y

′
gu

′ · =yg (1027 W m23). (top) Absolute wind
stress and (bottom) relative wind stress. Relative vorticity is calculated using MITgcm daily time-mean output, and energetic terms are
16 day time-means taken at day 200.
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enabling a transfer of mean potential to mean
kinetic energy and modulation of the eddy spindown
process.

(ii) Can Ekman pumping generate additional baroclinic con-
version that offsets relative wind stress damping? The en-
hanced production of mean kinetic energy by relative
wind stress–induced baroclinic conversion is related to
the intensified vertical motions. Relative wind stress im-
poses a curl over the eddy that generates additional ver-
tical velocities throughout the water column via linear
Ekman pumping. These additional vertical motions en-
able an enhanced transfer of mean potential to mean
kinetic energy, capable of counteracting relative wind
stress damping. This is made clear with the scaling
C(PEM, KEM)/Prel . 1, implying that relative wind
stress–induced baroclinic conversion counteracts relative
wind stress damping. This shows that Ekman pumping is
an important mechanism for kinetic energy supply
(Renault et al. 2018), particularly for the deep eddy
flow. Studies have shown little difference in large-scale
ocean transport or residual meridional overturning cir-
culation between absolute and relative wind stress
(Munday and Zhai 2015; Munday et al. 2021), so it re-
mains unclear what effects an energized deep eddy flow
may have. Nevertheless, despite the increase in vertical
velocity by relative wind stress, horizontal patterns in
each simulation display significant qualitative differ-
ences between the surface and at depth. At the surface,
Ekman pumping dominates, while at depth, alternating
patterns of up/downwelling exist.

(iii) How might the stability of a baroclinic counter-rotating
eddy be affected by relative wind stress? A further key
finding of this study reveals that relative wind stress can
modify the stability properties of mesoscale eddies. Be-
cause opposing potential vorticity gradients in the upper
and lower layer stipulate that a counterrotating eddy
will become unstable (Dewar et al. 1999), we demon-
strate that an increase in PV gradients at the surface to
be the reason for an earlier onset of instability and re-
sulting decay seen in the relative wind stress simulation.
The mechanism for these enhanced PV gradients is
caused by a conversion of horizontal density gradients
into vertical gradients via linear Ekman pumping. In
line with findings by Katsman et al. (2003) for counter-
rotating eddies, the most unstable perturbation comes in
the form of baroclinic instability, which we find to occur
on a shorter time scale in the relative wind stress simula-
tion due to larger surface PV gradients.

Overall, these results clearly show the response of an anti-
cyclonic eddy to relative wind stress forcing. However, differ-
ent model setups and eddies could lead to other outcomes.
Sutyrin (2016) found for an anticyclonic eddy that adding a
middle layer of uniform potential vorticity reduced the
growth of eddy instabilities, hence putting forward a way that
eddy lifetime can be prolonged. Arbic and Scott (2008)
showed quadratic bottom drag to damp bottom layer kinetic

energy, and could therefore play a role in the stabilization of
mesoscale eddies (Dewar et al. 1999). A cyclonic eddy also
plays an essential role in the ocean (e.g., Chenillat et al. 2015),
yet one has not been examined here. We expect an eddy–wind
interaction to produce a similar dynamical response in a cy-
clonic eddy as it does in the anticyclonic eddy. That is, relative
wind stress will damp surface mean kinetic energy and also
modify surface potential vorticity gradients. It is not clear
how relative wind stress would develop any additional re-
sponses not seen in the anticyclonic eddy. Yet, an asymmetry
in the growth rate of unstable wavenumbers between cyclonic
and anticyclonic eddies does exist (Katsman et al. 2003;
Mahdinia et al. 2017), and so it could be worth exploring
whether relative wind stress impacts this.

In this numerical model setup, horizontal grid spacing of
Dx, y = 10 km is employed, in part to keep the model compu-
tationally inexpensive, but also capable of fully resolving me-
soscale processes. The literature surrounding submesoscale
resolving numerical models [O(1) km] is very much in the
limelight at this moment in time (Brannigan et al. 2017; Su
et al. 2018; Schubert et al. 2020), and it could be argued a
study such as this should be employing as high a resolution as
possible. Yet, the lack of any substantial work on idealized
mesoscale eddy–wind interaction still persists, and it is there-
fore critical to understand this because of the ubiquity and im-
portance of mesoscale eddies in the world’s ocean. We do,
however, acknowledge some possible shortcomings of these
results due to this mesoscale resolution. It was found in previ-
ous work that when horizontal resolution is reduced, a
marked increase in vertical motions and surface kinetic en-
ergy occur (Lévy et al. 2001). Because of the horizontal reso-
lution used, the mesoscale eddy studied here could have
underrepresented energetics that may have repercussions on
lifetime and stability. Yet, coupled with the knowledge of
how eddies evolve (e.g., Ikeda 1981; Dewar et al. 1999), we
expect relative wind stress would still generate a similar out-
come at a finer resolution, e.g., Dx, y = 2 km.

This study demonstrates a complex interaction between
surface winds and a baroclinic anticyclonic eddy in an ideal-
ized setting. Much of the individual results over the eddy’s
lifetime are well understood, and therefore robust. Yet, bring-
ing them together in this study has resulted in a novel finding,
whereby relative wind stress, thought to be completely dissi-
pative, in fact may energize the eddy mean flow and reduce
eddy stability. Therefore, this advances our understanding of
mesoscale air–sea interactions, though future work should fo-
cus on added complexity in model design.
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