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Abstract 

Emotions can be communicated through multiple domains (e.g., human faces, face-like objects, 

speech prosody, and song) and processed at implicit (e.g., priming) or explicit (e.g., 

recognition) levels. Much research has been done on emotion processing in autism spectrum 

disorder (ASD), yet findings have been highly variable. It remains unresolved whether emotion 

processing ability at the two levels is generalised across domains or specific to certain 

domain(s) in ASD. While a number of correlates have been proposed to be associated with 

emotion processing (e.g., cognitive processing style, pitch perception, and alexithymic trait), 

their corresponding role in ASD has been infrequently explored. This thesis conducted a 

systematic review and meta-analysis on emotion recognition in ASD and examined whether 

explicit emotion recognition and implicit emotion priming differed between autistic 

neurotypical (NT) individuals across domains from a developmental perspective, while testing 

the contribution of several related correlates to these processes. Regarding the role of domain 

and processing level, the ASD group showed intact emotion priming and recognition accuracy 

but impaired recognition speed and efficiency across domains. These results suggest a 

generalised emotion ability across domains (i.e., no specific impairments for any particular 

domain), while indicating a dissociation between implicit and explicit emotion processing in 

ASD (i.e., impaired recognition speed and efficiency at the explicit level but spared priming at 

the implicit level). With regards to developmental changes, the developmental trajectory of 

implicit and explicit emotion processing appears largely comparable between the ASD and NT 

groups across domains, with age-related improvements seen for recognition and an age-related 

decline observed for priming. In terms of related correlates, the underlying processes of explicit 

emotion recognition appear to differ between autistic and NT individuals, with respect to the 

contribution of cognitive processing style and pitch perception. Additionally, the impaired 

recognition speed and efficiency in ASD could not be attributed to co-occurring alexithymia. 
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These findings have shed light on the behavioural profile of emotion processing ability in ASD 

and the extent to which it differs from that in typical development, which has both theoretical 

and practical implications for emotion processing in ASD and typical development.  
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Chapter 1: General introduction 

Social communication difficulties are a hallmark symptom of autism spectrum disorder 

(ASD; American Psychiatric Association, 2013; World Health Organization, 2018). One 

manifestation of this impairment is the difficulty for autistic individuals to interpret nonverbal 

communicative functions, such as emotions (Trevisan & Birmingham, 2016). Various degrees 

of this impairment can add emotional stressors and risk factors associated with social rejection, 

bullying, and isolation, often seen among autistic individuals (Chin et al., 2019; T. L. Liu et 

al., 2019). These negative social circumstances may, in the long run, contribute to poorer social 

networks and increased risk for mental health problems, such as anxiety and depression 

(Mazurek, 2014; Tobin et al., 2014). Despite the extensive research efforts devoted to 

understanding emotion processing in the field, the scientific literature remains equivocal about 

the nature of how, and the extent to which, emotion processing in autistic individuals differs 

from that in neurotypical (NT) individuals. Further complicating the picture is the fact that 

emotions can be communicated via different domains across visual and auditory modalities, 

such as faces, speech prosody, and music (Ekman & Friesen, 1976; Juslin & Laukka, 2003; 

Livingstone & Russo, 2018). Moreover, the processing of emotions could be viewed along a 

continuum from a more implicit/unconscious level to a more explicit/conscious level (Lane, 

2008). Thus, the aim of the present thesis is to provide a better understanding of emotion 

processing in autistic individuals compared to NT individuals across communicative domains 

and levels of processing.  

This introductory chapter is organised as follows: Section 1.1 presents a brief overview 

of ASD; Section 1.2 elaborates on existing research concerning emotion processing across 

communicative domains and levels of processing in ASD and typical development, together 

with literature on the development of related skills in the two populations; Section 1.3 outlines 
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potential correlates of emotion processing and their associations with ASD, as well as 

discussing the relationship between alexithymia and ASD in emotion processing; and finally, 

Section 1.4 outlines the aims of the thesis and provides an overview of the subsequent chapters 

of this thesis. 

1.1. Autism spectrum disorder 

Autism spectrum disorder (ASD) is a complex, pervasive neurodevelopmental disorder, 

characterised by (a) profound difficulties with social communication and interaction and (b) 

restricted, repetitive patterns of behaviours, interests, and activities (American Psychiatric 

Association, 2013; World Health Organization, 2018). ASD was first described in the 1940s 

by Leo Kanner (Kanner, 1943) and Hans Asperger (Asperger, 1943). Leo Kanner specifically 

described ASD as an “example of inborn autistic disturbances of affective contact” and that 

individuals’ “relation to people is altogether different”, clearly stating that socioemotional 

processing challenges are part of ASD. The lack of sophisticated understanding of nonverbal 

communicative functions has been reported as particularly central and persistent across 

developmental levels in ASD (Seltzer et al., 2004; Shattuck et al., 2007). Although the clinical 

diagnosis of ASD has varied in line with constantly evolving research, the core description has 

remained consistent since its conception. The term ASD was redefined in the DSM-5 and ICD-

11 (American Psychiatric Association, 2013; World Health Organization, 2018). Changes to 

criteria included combining previously held subtypes of ASD – autistic disorder, Asperger 

syndrome, pervasive developmental disorder-not otherwise specified (PDD-NOS) – into a 

single diagnosis of ASD. This change was driven by research illustrating the poor clarity of 

diagnostic criteria limiting reliability in assigning subcategory diagnoses, as well as constraints 

on treatment eligibility and coverage based on subtypes (see Rosen et al., 2021 for a review). 

The shift to consolidation is in favour of a dimensional approach, which classifies individuals 
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on the autism spectrum based on the severity in the symptom domains (American Psychiatric 

Association, 2013; Georgiades et al., 2013; Ingram et al., 2008). Additionally, social and 

language deficits were collapsed into a single measure according to the latest changes to the 

diagnostic criteria, with a greater focus on social communicative behaviour, while remaining 

separate from the restricted and repetitive interests, behaviours, and activities domain. This 

change was driven by analytic findings of a single social-communication factor and the 

substantial overlap between social and communicative behaviours (see Rosen et al., 2021 for a 

review). 

The prevalence rate of ASD is estimated to be approximately 1-2% of the general 

population globally (Alshaban et al., 2019; Centers for Disease Control and Prevention, 2020; 

Chiarotti & Venerosi, 2020; Kim et al., 2011; Sun et al., 2019), including the UK (Baron-Cohen 

et al., 2009; Brugha et al., 2016). Over the past decades, there has been a sharp rise in the 

prevalence of ASD worldwide (Chiarotti & Venerosi, 2020; Hong et al., 2020). This is 

presumably due to broadening of the diagnosis, heightened awareness in society, and better 

diagnostic tools, while the possibility of an increase in incidence remains speculative 

(Fombonne, 2005, 2020; Gernsbacher et al., 2005; Nevison, 2014; G. Russell et al., 2021; 

Wazana et al., 2007; K. Williams et al., 2014). The prevalence of ASD is higher in males than 

in females, with a ratio typically reported as affecting three to four times as many males as 

females (Fombonne, 2009; Loomes et al., 2017). This topic has prompted much discussion in 

the field, with a consistent view of the uneven male-to-female ratio being related to the different 

clinical presentation of ASD in females that may increase the risk of females with ASD being 

overlooked or misdiagnosed (Frazier et al., 2014; Loomes et al., 2017). 

ASD is currently conceptualised as a spectrum disorder, meaning that there is a wide 

degree of heterogeneity in symptom severity as well as their impact on individuals’ everyday 

lives within this diagnosis (Happé et al., 2006). Although the full aetiology and pathogenesis 
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of this disorder have not yet been elucidated, the general consensus in the literature suggests 

genetic, epigenetic, and environmental factors are the primary determinants of this condition 

(Barak & Feng, 2016; Hallmayer et al., 2011; Lord et al., 2018; Ng et al., 2017; Tick et al., 

2016). It is believed that these factors lead to structural and functional changes in the brain, 

which in turn cause differences in the way individuals process information, their cognitive 

functions, and eventually their behaviour (Hallmayer et al., 2011; Just et al., 2012; Maximo et 

al., 2014; Ng et al., 2017). There are currently no reliable diagnostic biomarkers for diagnosing 

ASD (Shen et al., 2020); ASD continues to be diagnosed by clinicians on the basis of behaviour 

according to standardised classification systems – DSM-5 and ICD-11 (American Psychiatric 

Association, 2013; World Health Organization, 2018), where the Autism Diagnostic 

Observation Schedule-Second Edition (ADOS-2; Lord et al., 2012) and the Autism Diagnostic 

Interview-Revised (ADI-R; Rutter, Couteur, et al., 2003) are generally considered the “gold 

standard” evaluative measures for diagnosing ASD. 

1.1.1. Current directions in ASD research 

In the field of autism science, ASD has long been conceptualised in terms of 

biologically derived functional deficits under the conventional medical paradigm, also known 

as the medical model of disability (Pellicano & den Houting, 2021). Within such paradigm, 

treatment typically targets at bringing an individual’s abilities into accordance with the 

accepted norm, through remediating or eliminating the individual’s impairment in order to 

enhance functioning (Marks, 1997). One key focus of ASD research has, thus, been centred on 

identifying neurodevelopmental mechanisms at the genetic, neurobiological, and cognitive 

levels, that might explain the behavioural manifestations of ASD. Despite its significance in 

advancing our understanding of ASD (Happé & Frith, 2020), the conventional medical 

approach has not gone unchallenged – given its (a) overfocus on deficits, (b) emphasis on the 

individual as opposed to social and environmental factors that might contribute to shaping 
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autistic lives, and (c) lack of attention to autistic individuals’ perspectives (Gernsbacher et al., 

2006; Pellicano & den Houting, 2021; Robertson, 2010). These challenges have led to recent 

calls from both researchers and the autistic community to reconsider the way in which autism 

science should be approached (Pellicano & den Houting, 2021).  

Over the last decade, the neurodiversity paradigm has gained much traction in many 

fields and disciplines as an important alternative to the conventional medical paradigm that 

puts right the critiques mentioned above (den Houting, 2019; Nicolaidis, 2012; Robertson, 

2010). This paradigm portrays autism as one form of variation within a diversity of minds 

(Walker & Raymaker, 2021); that is, the way in which the structure and function of the human 

brain and mind develop can fall within the range considered as ‘typical’ neurodevelopment, as 

well as outside of this range considered to ‘diverge’ from the norm (Ecker et al., 2015). Two 

key assumptions have been outlined within the neurodiversity stance: (a) typical 

neurodevelopment is neither superior nor inferior to divergent neurodevelopment, and thus 

rejecting the view that divergence from the norm is a flaw requiring fixing, and (b) all 

individuals deserve to be treated with dignity and respect, independently of how they diverge 

from a putative norm, and should be valued for who they are and as they are (Pellicano & den 

Houting, 2021). Moreover, the neurodiversity paradigm is said to focus on strengths, and that 

any ‘deficits’ are best understood as a result of an environment that does not effectively 

accommodate those characteristics, rather than an individual’s unique characteristics as 

suggested by the conventional medical approach (Graby, 2015; Graf et al., 2017). 

Fundamentally, the neurodiversity paradigm promotes autism acceptance, urging others to 

embrace ASD as an inherent and integral part of an autistic individual’s identity and experience 

of the world (Pellicano & den Houting, 2021).  

Aligned with the neurodiversity movement in viewing strengths, differences, and 

weaknesses associated with ASD as central to identity (Kapp et al., 2013; Robertson, 2010), 
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the preference for using identity-first (e.g., “autistic person”) rather than person-first (e.g., 

“person with autism”) language to describe ASD has also been noted among the autism 

community (Kapp et al., 2013; Kenny et al., 2016; Orsini & Smith, 2010; Shakes & Cashin, 

2019). The question of which terms to endorse has, in fact, been subject to much debate. 

Researchers, clinicians, and students have traditionally been guided to adopt person-first 

language as it is considered standard in writing across government documents, scientific 

journals, and various organisations’ publications (Crocker & Smith, 2019). Person-first 

language was originally designed as a response to dehumanisation and violence towards 

autistic and disabled people during earlier decades, by placing significance on the individual 

rather than their disability (Dunn & Andrews, 2015). However, emerging evidence has not 

found this approach to be efficacious, that may, in turn, has counteracting effects such as 

increased stigma (Gernsbacher, 2017). Importantly, two empirical studies specifically 

exploring language preferences (Kapp et al., 2013; Kenny et al., 2016), though limited by the 

representativeness of their samples, showed that identity-first terms are the most preferred 

language for the autistic community. By contrast, the specific person-first formulation of 

“person with autism” or “person with autism spectrum disorder/condition” have been regarded 

as the least preferred and most offensive language (Bury et al., 2020; Kapp et al., 2013; Kenny 

et al., 2016). The adoption of identity-first language has gained momentum within autistic 

associations and throughout literature, with the American Psychological Association’s website 

also acknowledging the use of identity-first language (American Psychological Association, 

2018; https://www.apa.org/pi/disability/resources/choosing-words). Henceforth, identity-first 

terms “autistic” and “neurotypical” will be used throughout this thesis.  
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1.2. Existing literature on emotion processing in ASD and NT 

Humans regularly exchange complex information to support the functioning of 

individual lives and wider society; an integral part of these exchanges is the communication of 

emotions (Carton et al., 1999; Cosmides & Tooby, 2000; Darwin, 1872; Ekman, 1992b; 

Keltner & Haidt, 2001; Shariff & Tracy, 2011). Emotions can be encoded using various 

nonverbal cues, where the decoding of these cues allows observers to recognise emotions 

expressed by others that helps the individual coordinate social interactions rapidly and 

appropriately (Ekman, 1993; Hwang & Matsumoto, 2019; Keltner & Haidt, 1999; K. R. 

Scherer, 1986; Shariff & Tracy, 2011). Among other facets of emotion science such as 

production of emotional expressions and induction of emotions, this thesis will focus on the 

perception of emotions – which refers to when an individual perceives or recognises emotions 

without necessarily feeling the emotions themselves.  

As described earlier, a fundamental challenge for autistic individuals is social 

communication, a core part of which is the lack of sophisticated understanding of nonverbal 

communicative functions, such as the perception of emotional cues (American Psychiatric 

Association, 2013; Trevisan & Birmingham, 2016; World Health Organization, 2018). A large 

body of research on the emotion processing ability in ASD has, nonetheless, produced highly 

mixed results. Variations in experimental designs used to evaluate emotion processing have 

undoubtedly led to difficulties in integrating research findings, in order to create a cohesive 

picture of the emotion processing ability in autistic individuals. In the subsequent subsections, 

I provide an overview of the relevant literature on the different aspects of emotion processing 

in ASD and typical development, paying special focus on the different levels of processing, 

multiple domains of emotional communication, and the developmental course of this ability. 
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1.2.1. The role of processing levels 

Emotion perception can happen at implicit or explicit levels (Celeghin et al., 2020; 

Clausi et al., 2017; Habel et al., 2007; Lane, 2008). Characterised by its fast, automatic, and 

stimulus-driven process, implicit processing of emotions does not require conscious awareness 

(C. D. Frith & Frith, 2008). In contrast, explicit processing of emotions refers to a slow, 

controlled, and attentionally-demanding process that requires declarative evaluation and 

involves higher cognitive resources (Birnboim, 2003; Lane, 2000; W. Schneider & Chein, 

2003; W. Schneider & Shiffrin, 1977). It is noteworthy that there could be a dissociation 

between the two levels, such that impairment at the explicit level does not necessarily imply 

impairment at the implicit level (Mattavelli et al., 2021; Roux et al., 2010; Wagenbreth et al., 

2016; Wieser et al., 2006). 

1.2.1.1. Implicit emotion processing 

Humans are constantly confronted with an immense amount of sensory information; 

yet, the attentional capacity to process this information is limited (Klingberg, 2000; Marois & 

Ivanoff, 2005). Consequently, only certain information is singled out as being appropriate for 

processing based on its valence, urgency, and significance to the organism according to 

appraisal theories (Desimone & Duncan, 1995; see also Scherer, 2009 for a summary). Within 

this context, emotional content is thought to be particularly salient and has higher processing 

priority in perception, due to both bottom-up (e.g., enhanced perceptual distinctiveness and 

biological preparedness) and top-down factors (e.g., past experience and prior knowledge) 

(Brosch et al., 2010; De Martino et al., 2009; Öhman et al., 2012; Yiend, 2010). 

The appraisal process can and often proceeds automatically, which may operate on both 

conscious and unconscious inputs (Moors, 2010). For instance, task-irrelevant emotional 

information can be implicitly and automatically processed in faces when making an age 
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estimation (i.e., where faces represent a conscious input; Passarotti et al., 2009), or when faces 

are presented under subliminal conditions (i.e., where faces represent an unconscious input; 

Kamio et al., 2006). Implicit emotion processing can be assessed using neurophysiological 

approaches (e.g., to measure neural sensitivity towards subliminally presented/unattended 

emotional expressions; H. Liu et al., 2010; Suslow et al., 2013; L. Zhou et al., 2019) and eye-

tracking techniques (e.g., to examine automatic visual scanning patterns of emotional 

expressions; Van der Donck et al., 2021). Behavioural methods have also been used to measure 

measure implicit emotion processing: for example, it has also been shown that emotional 

meaning can be implicitly activated to influence subsequent behaviours such as emotional 

judgment through affective priming. This has been found across a number of different contexts, 

such as from verbal to nonverbal within modality (e.g., printed words priming facial 

expressions; Carroll & Young, 2005) and across modalities (e.g., printed words priming 

music/prosody; Goerlich et al., 2012), from nonverbal to verbal within modality (e.g., facial 

expressions priming printed words; Carroll & Young, 2005) and across modalities (e.g., 

music/prosody priming printed words; Goerlich et al., 2012; Steinbeis & Koelsch, 2011), as 

well as from nonverbal to nonverbal within modality (e.g., facial expressions priming facial 

expressions; Vanmarcke & Wagemans, 2017) and across modalities (e.g., music/prosody 

priming facial expressions; Pell, 2005; L. Zhou et al., 2019). These findings highlight the 

facilitatory role of emotional content in perception that allows it to be implicitly processed, 

where this implicitly processed information has the potential to prime conscious emotion 

recognition in typical development. 

Implicit emotion processing has been proposed to be more impaired than explicit 

emotion processing in ASD (U. Frith, 2004). This is perhaps due to the fact that any difficulties 

resulting from impaired implicit learning of social information could be concealed on a 

behavioural (explicit) level through compensatory mechanisms (U. Frith, 2004; Rutherford & 
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McIntosh, 2007). Studies using various neural methods have consistently shown an impairment 

in implicit emotion processing in autistic individuals. For example, brain imaging studies have 

consistently reported reduced activation in brain regions towards task-irrelevant emotional 

information from facial and/or body expressions in autistic individuals relative to NT controls; 

these brain regions include the fusiform gyrus, medial prefrontal cortex (MPFC), superior 

temporal gyrus (STG), the amygdala, and the cerebellum (Ciaramidaro et al., 2018; Critchley 

et al., 2000; Kana et al., 2016). Furthermore, studies measuring event-related brain potentials 

(ERPs) have reported diminished mismatch negativity (MMN) response to emotionally spoken 

syllables during passive listening tasks in autistic individuals, indicating impaired automatic 

discrimination of emotional voices (Fan & Cheng, 2014; Lindström et al., 2018). Importantly, 

previous studies showed that despite of reduced neural sensitivity to emotional expressions, 

the ASD group recognised emotions equally accurately as the NT group (Van der Donck et al., 

2019, 2020). Using eye-tracking techniques, studies have frequently shown atypical automatic 

scanning patterns of emotional faces in autistic individuals, such as during passive viewing of 

these stimuli (Nuske et al., 2014; Pelphrey et al., 2002). For example, whereas NT individuals 

tend to vary their scanning patterns in relation to the emotional content of expressions (e.g., 

with more fixations on the eyes for negative expressions and the mouth for positive 

expressions; Eisenbarth & Alpers, 2011; Wegrzyn et al., 2017), autistic individuals appear to 

show less of this differentiation (Åsberg Johnels et al., 2017). Again, despite of less exploratory 

visual strategy to process facial expressions (as demonstrated by smaller saccadic amplitudes), 

the ASD group recognised emotions from facial expressions just as accurately and quickly as 

the NT group (Van der Donck et al., 2021). These findings, together, give rise to the importance 

of studying implicit emotion processing in ASD, given that differences at the implicit level 

between autistic and NT individuals are not often reflected at the explicit level. 
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Implicit emotion processing in ASD, however, has rarely been studied using 

behavioural methods. One study employing the affective priming paradigm found that whereas 

liking ratings of Japanese ideographs were primed by subliminally presented emotional faces 

(e.g., happy faces priming higher liking ratings of the ideographs) in NT individuals but not in 

individuals with high-functioning pervasive developmental disorders (HFPDD) (Kamio et al., 

2006). These results could be interpreted as that the failure to implicitly activate the emotional 

meaning of the unconsciously presented expressions may have resulted in the absence of 

priming effects observed in the HFPDD group. Conversely, in another study, valence judgment 

of emotional faces was implicitly primed by emotional face primes containing high or low 

spatial frequency information (e.g., positive facial expressions priming faster valence judgment 

of positive faces) in both autistic and NT individuals to similar extents (Vanmarcke & 

Wagemans, 2017). These results, diverging from those by Kamio et al. (2006), indicate that 

autistic individuals do not appear to show impairments in the implicit emotion processing of 

unconsciously presented expressions, and have therefore exhibited priming effects similar to 

those in NT individuals. Taken together, whereas previous studies implementing neural 

methods have provided consistent evidence for an impairment in the implicit appraisal of 

emotions and implicit discrimination between emotion expressions on the neural level in ASD, 

the influence of implicit emotion processing on the behavioural level in ASD relative to typical 

development remains largely unclear based on the scarce yet disparate findings from studies 

implementing behavioural methods in the existing literature. 

1.2.1.2. Explicit emotion processing 

In contrast to implicit emotion processing, explicit emotion processing indexes the 

conscious and strategic processing of emotions (Birnboim, 2003; Lane, 2000; W. Schneider & 

Chein, 2003; W. Schneider & Shiffrin, 1977). In the laboratory, this can be measured through 
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the use of explicit instructions that direct participants to the emotional content of the stimuli 

presented in verbal and nonverbal tasks, and results show that NT participants excel in both. 

Nonverbal emotion recognition tasks, such as those that require making same/different 

judgments (e.g., Alonso-Recio et al., 2014; DeKosky et al., 1980; Greimel et al., 2014; 

Vannetzel et al., 2011) or matching expressions (e.g., Herba et al., 2006; Philip et al., 2010; 

Tanaka et al., 2012), tap into the perceptual stage of processing, where emotions are 

discriminated based on perceptual properties alone under conscious awareness (Adolphs, 2002; 

Palermo et al., 2013). By contrast, verbal emotion recognition tasks, such as those that require 

generating or assigning (from pre-generated options) emotional labels to emotional displays 

(e.g., Bombari et al., 2013; Boucher et al., 2000; Castelli, 2005; Elfenbein & Ambady, 2002; 

Mohn et al., 2011), are more cognitively demanding as they place greater reliance on emotion 

vocabulary (Palermo et al., 2013). These findings provide evidence that emotions can be 

explicitly categorised both verbally and nonverbally by NT individuals.  

Explicit emotion processing has been investigated in both verbal and nonverbal 

contexts in autistic individuals, with the majority of studies implementing a verbal task. 

Findings have, however, been highly inconsistent across the different types of tasks. With 

respect to nonverbal tasks, including discrimination or matching between emotional 

expressions, both intact and impaired accuracy have been reported in autistic individuals 

(impaired: Philip et al., 2010; Tanaka et al., 2012; Vannetzel et al., 2011; intact: Lindström et 

al., 2018; Sasson et al., 2016). In terms of speed, studies have consistently reported slower 

discrimination between emotional expressions in autistic individuals compared to NT 

individuals (Greimel et al., 2014; Lindström et al., 2018; Sasson et al., 2016), whereas others 

have reported similar detection speed in autistic and NT individuals when the task required 

detection of the odd emotion expressions among other distractors (Isomura, Ogawa, et al., 

2014; Kujala et al., 2005).  
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With regards to verbal tasks encompassing emotion labelling, discrimination, or 

matching with the use of pre-generated emotional labels, both intact and impaired accuracy 

have been reported in autistic individuals (impaired: Ciaramidaro et al., 2018; Griffiths et al., 

2019; Loth et al., 2018; Oerlemans et al., 2014; Philip et al., 2010; intact: Baker et al., 2010; 

Ketelaars et al., 2016; Lindström et al., 2018; Rhodes et al., 2018). Similarly, in terms of speed, 

autistic individuals have been reported to show both slower but also comparable performance 

relative to NT individuals on verbal labelling and discrimination (slower: Berggren et al., 2016; 

Eack et al., 2015; Ketelaars et al., 2016; Kliemann et al., 2010; Sawyer et al., 2012; comparable: 

Akechi et al., 2010; Fink et al., 2014). Taken together, it appears that autistic individuals also 

have difficulties with explicit emotion processing. However, as can be seen, the picture remains 

highly unclear from the contradictory findings, which may have been confounded by the use 

of compensatory skills such as explicit cognitive or language-mediated processes to recognise 

emotions (Behrmann et al., 2006; J. B. Grossman et al., 2000; see U. Frith, 2004 and Harms et 

al., 2010 for reviews). 

1.2.1.3. Summary 

Although implicit and explicit processing of emotions appear to be dissociated 

processes, both impaired and preserved performance have been observed across the two levels 

in ASD. As noted earlier, while a number of studies have examined the implicit appraisal of 

emotions and implicit discrimination between emotional expressions in ASD, research into 

how emotional meaning is implicitly activated to prime subsequent behavioural judgment has 

been rarely explored. In addition, implicit emotion priming and explicit emotion recognition 

have seldom been studied within the same study in ASD – though one study by Kamio et al. 

(2006) provided insights into these two areas by showing impaired implicit priming of facial 

emotional cues on subsequent liking judgment but spared explicit recognition of these facial 
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expressions. Thus, more research in these two areas (implicit and explicit emotion processing) 

is needed.  

1.2.2. The role of nonverbal communicative domain 

Given the significance of nonverbal emotional communication preceding the evolution 

of verbal abilities (Darwin, 1872; Masson & McCarthy, 1996; Parr et al., 2005), it is not 

surprising that emotions can be communicated through various nonverbal channels (Etcoff & 

Magee, 1992; Juslin & Laukka, 2003; Mohn et al., 2011; J. A. Russell et al., 2003; K. R. 

Scherer, 1986). Emotion recognition in different domains has been proposed to be underpinned 

by a unified multimodal processing ability (Borod et al., 2000) – that is, the capacity to process 

emotions in multiple domains stems from a more generalised latent emotion processing ability. 

In ASD, some studies suggest emotion perception impairments may be generalised (Lerner et 

al., 2013; Philip et al., 2010). In contrast, there is evidence suggesting emotion processing 

ability may be specific to domain(s) (Brosnan et al., 2015; Rosset et al., 2008), especially when 

drawing together findings from separate studies investigating different domains discretely 

(e.g., Griffiths et al., 2019; Quintin et al., 2011; Schelinski & von Kriegstein, 2019). The 

domains of particular interest for the present thesis are human faces and nonhuman faces 

(represented by artificial facial cues such as cartoon and animated faces) from the visual 

modality, and speech prosody and music from the auditory modality. In the following 

subsections, I provide an overview of the components that contribute to the discrimination 

between emotional expressions, as well as the existing findings on emotion processing in ASD, 

for each domain. 

1.2.2.1. Human faces 

The human face is thought to be special to the typical visual system and allows an 

individual to communicate a wide range of nuanced emotions (Ekman, 1993; Ekman & Friesen, 
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1976; McKone & Robbins, 2011; Parkinson, 2005). The earliest scientific exploration of the 

association between facial expressions and emotions dates back to Duchenne’s pioneering 

work, which found that it was possible to elicit emotional expressions through electrical 

stimulation of facial muscles (Duchenne & Cuthbertson, 1862). Subsequently, Darwin (1872) 

hypothesised that all humans show emotions through similar expressions that could be traced 

across cultures and species. Building on this, Ekman (1992a) identified six basic emotions – 

anger, fear, happiness, sadness, disgust, and surprise – that are represented using a distinctive 

set of facial movements universally across cultures (though there have been controversies 

regarding the exact number of universal emotions; see Jack et al., 2016 and J. A. Russell, 1994) 

Facial movement plays a critical role in facilitating facial emotion recognition (Bassili, 

1978, 1979). The face movement pattern of each emotional expression could be described 

according to the Facial Action Coding System (FACS; Ekman & Friesen, 1976). For example, 

an angry expression comprises furrowed brows, wide eyes, tightened and pressed-together lips, 

whereas a fearful expression comprises raised and pulled-together brows, raised upper eyelids, 

tensed lower eyelids, and parted and stretched lips (Ekman & Friesen, 1976; Keltner, Dacher, 

Cordaro, 2015). Although the processing of featural information (i.e., concerning individual 

face parts) from these emotional expressions is sufficient to produce accurate recognition 

(Bombari et al., 2013; Leppänen & Hietanen, 2007), the processing of configural information 

(i.e., concerning the relations between face parts) has been found to play a more prominent role 

in typical emotion recognition (Bombari et al., 2013; Calder et al., 2000; Derntl et al., 2009; 

McKelvie, 1995; Prkachin, 2003). This has been demonstrated in the strategic and controlled 

visual scan paths exhibited by NT individuals, where a triangle subtending the eyes, nose, and 

mouth was generally traced across emotional faces (Pelphrey et al., 2002). Moreover, the extent 

to which featural and configural information contribute to emotion recognition may further 

depend on the individual emotion (Bombari et al., 2013). Specifically, anger requires both 
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featural and configural information, fear and sadness rely on featural and configural 

information respectively, and happiness can be recognised by either featural or configural 

information (Bombari et al., 2013). Research shows that human faces do not seem to be so 

special in perception for autistic individuals (Kikuchi et al., 2009; Rosset et al., 2010; see also 

Simmons et al., 2009 for a detailed discussion). Although the literature has not been consistent 

regarding configural processing of faces in ASD, studies have generally shown qualitative 

differences in the way autistic individuals process faces (e.g., Dalton et al., 2005; Joseph & 

Tanaka, 2003; Pelphrey et al., 2002; see also Simmons et al., 2009 for a review). According to 

the facial emotion recognition model proposed by Adolphs (2002), the analysis of the emotion 

conveyed by facial expressions is preceded by visuo-perceptual processing of faces. In this 

sense, impairments in facial perception might hinder subsequent facial emotion recognition 

performance.  

A wealth of research has sustained debate on the specific aspect of face perception in 

ASD, namely the processing of emotions from facial expressions (Harms et al., 2010; Lozier 

et al., 2014; Simmons et al., 2009; Uljarevic & Hamilton, 2013). As already mentioned (Section 

1.2.1.1), studies examining the implicit processing of facial expressions have reported 

impairments in ASD (Ciaramidaro et al., 2018; Critchley et al., 2000; Kamio et al., 2006; Kana 

et al., 2016; Riby et al., 2012). By contrast, studies examining the explicit processing of facial 

expressions have yielded mixed results. Some studies have reported clear impairments across 

emotions in ASD for both accuracy (e.g., Eack et al., 2015; Griffiths et al., 2019; Pelphrey et 

al., 2002) and speed (e.g., Greimel et al., 2014; Sawyer et al., 2012); other studies observed 

emotion-specific impairments, particularly with negative emotions (e.g., Ashwin et al., 2006; 

Boraston et al., 2007; Tell et al., 2014; Yeung et al., 2020). Conversely, comparable 

performance between autistic and NT individuals has also been observed for both accuracy 

(e.g., Jones et al., 2011; Tracy et al., 2011) and speed (e.g., Fink et al., 2014; J. B. Grossman 
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et al., 2000). Notwithstanding the mixed findings, previous meta-analyses have consistently 

demonstrated impairments in facial emotion recognition in ASD based on the great amount of 

evidence in the literature, providing more clarification on this topic within the human face 

domain (Lozier et al., 2014; Uljarevic & Hamilton, 2013).  

1.2.2.2. Nonhuman faces 

In contrast to human faces which provide naturalistic cues that imply social processing 

for the interpretation of communicative intent and emotional response, nonhuman faces such 

as cartoon, caricature, schematic, and pareidolic faces provide artificial emotional cues through 

face-like features (Donath, 2001). Although human and nonhuman faces have been proposed 

to possess differing social relevance (Rosset et al., 2010; Santos et al., 2009), there is evidence 

suggesting that both stimulus types access a common face recognition system and elicit similar 

patterns of neural activation (Tong et al., 2000). Moreover, previous studies have illustrated 

that NT individuals employ similar strategies for processing human and nonhuman faces, as 

both types of faces elicit the inversion effect (Guillon et al., 2016; Rosset et al., 2008) – an 

effect which disrupts the processing of facial features as configural information is preserved 

(Tanaka & Farah, 1993; Tanaka & Sengco, 1997). This suggests that both types of faces are 

processed configurally. Nonhuman facial stimuli have been shown to reliably convey the six 

basic emotions (Brosnan et al., 2015; Desmet, 2003), although NT individuals generally show 

better accuracy with human faces than nonhuman faces on emotion recognition tasks (Brosnan 

et al., 2015; Rosset et al., 2008). 

It has been thought that the use of nonhuman faces as such allows a degree of social 

demand to be removed, and thus reduces stress and interference caused by potential social 

interaction when viewing human faces (see Riby & Hancock, 2009; Rosset et al., 2008). In 

essence, although studying emotion processing of human faces aids understanding of emotions 
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induced by others in an interpersonal context, the use of nonhuman faces as experimental 

stimuli offers an avenue to distinguish emotion recognition deficits (if any) from impairments 

in social information or human face processing in ASD. Prior research has established a unique 

link between children with ASD and restricted interest in cartoons (Anthony et al., 2013; 

Grelotti et al., 2005; Kuo et al., 2014; Spiker et al., 2012). However, similar to the human face 

domain, literature on the processing of cartoon faces in ASD has also been mixed. Specifically, 

some studies have shown that children with ASD spent similar amount of time looking at 

cartoon faces and processed these faces in a configural manner just as their NT counterparts 

(Rosset et al., 2008; Van Der Geest, Kemner, Camfferman, et al., 2002; Van Der Geest, 

Kemner, Verbaten, et al., 2002). It was speculated that greater interest towards cartoons in ASD 

might have led to greater acquired expertise with cartoon faces, hence enabling the typical 

configural processing strategy to be employed (Rosset et al., 2008). By contrast, other studies 

have observed the opposite, where children with ASD spent less time looking at cartoon faces 

than their NT counterparts and processed schematic faces in a feature-based manner (Isomura 

et al., 2014; Riby & Hancock, 2009). Although the processing strategy for cartoon faces in 

ASD remains unclear, results from a handful of studies have yielded relatively consistent 

findings with respect to the preserved ability to accurately recognise emotions from cartoon 

faces in autistic individuals (Brosnan et al., 2015; Isomura, Ogawa, et al., 2014; Miyahara et 

al., 2007; Rosset et al., 2008), as well as showing comparable speed to NT individuals 

(Miyahara et al., 2007).  

1.2.2.3. Speech prosody 

The human voice is capable of making a wide variety of sounds and plays a significant 

role in social communication (Blasi et al., 2011). Whilst recognising facial expressions requires 

seeing the other person at relatively close proximity, voices can be heard from further away 
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and also from all directions without having to turn the head. Thus, communicating emotions 

through the voice may be especially useful for situations where immediate action is required 

(Matsumoto et al., 2012). There are different types of information that can be obtained through 

the voice, including both verbal content and speech prosody (Kostic & Chadee, 2014). 

Focusing on the latter, speech prosody refers to the suprasegmental attributes of spoken 

language, such as intonation, tone, stress, and rhythm, which can be dissociated from verbal 

content (Banse & Scherer, 1996). The varying of prosodic features of speech such as intensity 

(i.e., loudness), voice quality (i.e., roughness), tempo (i.e., rate), and particularly fundamental 

frequency (i.e., pitch) is induced by autonomic changes and muscle activation patterns 

corresponding to the emotional states of the speaker (Belin et al., 2004). Speakers can, thus, 

portray additional meaning about their transient emotional states, including the six basic 

emotions (Banse & Scherer, 1996; Elfenbein & Ambady, 2002; Frick, 1985; Grandjean et al., 

2006; Juslin & Laukka, 2003; Pell & Kotz, 2011; K. R. Scherer, 1986). For instance, a happy 

prosody is generally characterised by medium to high intensity, fast speech rate, and high pitch 

level with much variability and a rising contour, whereas a sad prosody is generally 

characterised by low intensity, slow speech rate, and low pitch level with little variability and 

a falling contour (Juslin & Laukka, 2003). Additionally, speakers can modulate their 

communicative intent through these features such that emotions are conveyed in a way that 

contradicts the verbal content (Cosmides, 1983; K. R. Scherer et al., 1984). 

Decoding of emotions in speech prosody encompasses three independent stages: (i) 

extracting acoustic features, (ii) detecting meaningful connections between these features as an 

utterance unfolds, and (iii) conceptual processing of acoustic patterns in relation to emotion-

specific knowledge held in long-term memory (Pell & Kotz, 2011; Schirmer & Kotz, 2006). 

Given that prosodic expressions are inherently dynamic and are dictated by their temporal 

structure, the integration of individual acoustic parameters to form different acoustic patterns 
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is important for the differentiation between emotional expressions (Banse & Scherer, 1996; 

Pell, 2001; Sobin & Alpert, 1999). In other words, listeners have to track both absolute and 

relative changes in acoustic features (i.e., mean as well as variation) as speech unfolds to form 

discrete impressions about the speaker’s emotions (see Juslin & Laukka, 2003 for a detailed 

overview). The ability to spontaneously extract and integrate nonverbal acoustic features that 

accompany the verbal content is fundamental for successful emotion recognition.  

Speech prosody has been shown to have greater perceptual saliency over verbal content 

in communicating emotions in typical development (Lin & Ding, 2019; Schwartz & Pell, 

2012). Research has indicated that when NT individuals hear emotional prosody, the 

underlying emotional meaning is implicitly activated even when these meanings are not within 

attentional focus (Paulmann & Kotz, 2008; Pell & Skorup, 2008). By contrast, autistic 

individuals tend to rely on verbal content (Lindner & Rosén, 2006; Stewart et al., 2013) or 

contextual cues (Le Sourn-Bissaoui et al., 2013) to infer the speakers’ emotions rather than 

using the emotional prosody. Further to this, the investigations of implicit emotion processing 

of prosody have consistently revealed impairments in ASD (Fan & Cheng, 2014; Kujala et al., 

2005; Lindström et al., 2018). By contrast, findings on explicit emotion processing based on 

prosody in ASD have been inconsistent. Whereas some studies demonstrated impairments 

across emotions (Doi et al., 2013; Schelinski & von Kriegstein, 2019; L. J. Taylor et al., 2015) 

or a specific emotion (e.g., happiness; Hubbard et al., 2017; J. E. Wang & Tsao, 2015), other 

studies reported no difference in accuracy between the ASD and NT groups (Baker et al., 2010; 

Boucher et al., 2000; Heikkinen et al., 2010; Ketelaars et al., 2016; O’Connor, 2007). It, 

therefore, remains unclear whether and to what extent autistic individuals are able to extract 

basic features of emotional speech prosody. Nonetheless, studies investigating the speed of 

emotion recognition have almost exclusively reported slower performance by autistic 

individuals compared to NT individuals on both discrimination (Kujala et al., 2005; Lindström 
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et al., 2018) and labelling tasks (Ketelaars et al., 2016; Oerlemans et al., 2014; Waddington et 

al., 2018).  

1.2.2.4. Music 

The communication of emotion to promote social cohesion and well-being is generally 

regarded as the primary purpose of music (Gabrielsson & Juslin, 2003; Juslin, 2000, 2001; 

Juslin & Laukka, 2003; Snowdon et al., 2015; Trainor, 2010). Emotions can be communicated 

through different forms of musicality, including both instrumental music (e.g., piano, violin, 

cello, and clarinet) (Juslin & Laukka, 2003; Mohn et al., 2011; Paquette et al., 2013; Resnicow 

et al., 2004) and vocal music (i.e., singing) (Livingstone & Russo, 2018; K. R. Scherer et al., 

2015; B. Zhang, Provost, Swedberg, & Essi, 2015). Emotional expressions in music have been 

hypothesised to be partly based on a code for vocal emotional expressions that served important 

functions throughout evolution (Juslin, 1997a, 2001). Consistent with this view, the way 

different emotions are conveyed in singing and instrumental music have been shown to have a 

high degree of similarity to that in speech prosody (Juslin & Laukka, 2003; Juslin & Sloboda, 

2013; Nordström & Laukka, 2019; Scherer et al., 2015). Studies employing different analytic 

methods have noted some consistent relationships between musical structure (i.e., 

configurations of musical features) and emotional expression (Juslin, 1997; Juslin & Laukka, 

2003; Schubert, 2004). The manipulation of composer-related features (e.g., mode, pitch, and 

rhythm) and performer-related features (e.g., tempo and sound-level) of a musical piece can, 

therefore, influence the perception of different emotions (Juslin & Laukka, 2003; Juslin & 

Sloboda, 2013).  

A particular musical feature alone may not be a reliable indicator of any emotion, as it 

can be used in other emotional expressions in a similar manner (Juslin & Sloboda, 2013). For 

instance, a fearful piece is generally characterised by minor mode, low sound level, fast tempo, 
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and high pitch with a wide range and an ascending contour (Juslin & Laukka, 2003; Juslin & 

Sloboda, 2013). Similarly, a sad piece is also characterised by minor mode, low sound level, 

slow tempo, and low pitch, but the pitch range is generally of a narrower range with a 

descending contour (Juslin & Laukka, 2003; Juslin & Sloboda, 2013). Moreover, different 

features appear to be important for different emotions, namely timbre for anger, mode for 

sadness, with tempo being more powerful than others overall (Juslin & Lindström, 2010). It 

has been outlined that successful emotional decoding in music entails the identification and 

discrimination of tones, perception of melody, rhythm and harmony, comprehension and 

analysis of compositional structure and content (i.e., emotion), whereby different musical 

features are combined in an additive manner (Eerola et al., 2013; Juslin & Lindström, 2010; 

Umemoto, 1990). The recognition of emotions from music has been shown to occur with high 

agreement within and between listeners (Bigand et al., 2005; Vieillard et al., 2008), cross-

culturally (Balkwill & Thompson, 2016; Fritz, 2009; Laukka et al., 2013), and even when the 

excerpts are short in duration (Peretz et al., 1998). 

Musical processing has been demonstrated to be relatively preserved, if not enhanced, 

in autistic individuals compared to NT individuals (Molnar-Szakacs & Heaton, 2012; Ouimet 

et al., 2012). In addition, extensive research has consistently indicated that autistic individuals 

display interest in music (Allen et al., 2009a, 2009b; Bhatara, Quintin, et al., 2013; Brownell, 

2002), which was first described in the case studies by Kanner (1943). Studies investigating 

the processing of emotions in music in ASD have adopted both the dimensional approach and 

the discrete emotion approach. Under the dimensional approach, investigations mainly focus 

on ratings of emotional valence (e.g., from negative to positive with a neutral midpoint) and 

emotional arousal (e.g., intensity) (Bradley & Lang, 2000; J. A. Russell, 2003). By contrast, 

investigations under the discrete emotion approach assess the categorisation of basic emotions 

as those mentioned in Section 1.2.1.2 for the different domains. Despite the varying approaches 
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in assessing emotion processing of music in ASD, studies on instrumental music have 

consistently demonstrated no difference between autistic and NT individuals in both the ratings 

of emotional valence and categorisation of emotions (Caria et al., 2011; Gebauer, Skewes, 

Westphael, et al., 2014; Heaton et al., 1999; Järvinen et al., 2016), or specifically when verbal 

ability is statistically controlled for (Quintin et al., 2011). However, a study by Kopec, Hillier, 

and Frye (2014) found that autistic individuals rated songs with lyrics lower in negative 

emotions than NT individuals. Together, it appears that autistic individuals are able to 

accurately recognise emotions just as their NT counterparts with instrumental music, but 

perhaps not for songs. It is, however, unclear whether the discrepant results for songs are 

reflective of impairments with this specific form of musicality (i.e., singing), the combination 

of different musicalities (i.e., instrumental with singing), or the semantic content of the lyrics. 

1.2.2.5. Summary 

Autistic individuals appear to show impairment when recognising emotions in human 

faces and perhaps also in songs but not in nonhuman faces and instrumental music, with mixed 

findings presented for the recognition of speech prosody. Importantly, while substantial 

amount of research has been conducted on emotion processing in the human face and speech 

prosody domains in ASD, research in the nonhuman and music (particularly song) domains 

remains scarce. Given the relatively limited, yet mixed, findings, there is a need to first 

establish whether impairments in ASD are found for each domain. Moreover, no previous 

research has examined the emotion processing ability across all four domains (human faces, 

nonhuman faces, speech prosody, and music/song) in ASD within the same study. Such 

investigation would aid understanding of whether the emotion processing ability in ASD 

generalises across domains or if it is specific only to certain domains, while eliminating any 
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confounding effects of variations in participant and experimental variables arisen from 

comparing findings from separate studies. 

1.2.3. The role of development 

Neuroconstructivism has been a particularly important theoretical framework for 

understanding neurodevelopmental disorders (Ansari & Karmiloff-Smith, 2002; H. D’Souza 

& Karmiloff-Smith, 2017; Karmiloff-Smith, 1998; Sirois et al., 2008). Under the 

neuroconstructivist view, the way in which the brain develops and constructs cognition is a 

self-organisation process resulting from interactions between multiple subsystems, such that 

intrinsic factors (e.g., physiological, psychological, neural) and extrinsic factors (e.g., 

information cues, social context) constrain one another and sculpt this developmental process. 

In line with this account, initial impairment in one cognitive component within the highly 

interactive brain is likely to have cascading effects on other parts of the developing system. In 

other words, a basic-level deficit in the cognitive system will constrain the emergence of 

several higher-level cognitive functions, because these functions emerge from complex 

interactions in the brain (H. D’Souza & Karmiloff-Smith, 2017). As a result of cascading 

effects and multilevel interactions, children with neurodevelopmental disorders are likely to 

develop atypical neural and cognitive trajectories with numerous widespread impairments 

(Bishop, 1997; Karmiloff-Smith, 1998), rather than a set of impaired and intact modules as 

proposed by the neuropsychological account (Butterworth, 2010; Leslie & Thaiss, 1992; see 

H. D’Souza & Karmiloff-Smith, 2017 for a discussion). Although constraints in one 

developmental domain may spill over to influence changes across other domains, one domain 

may also facilitate another by opening up new opportunities for growth (e.g., compensatory 

mechanisms).  

Given the progressive changes emerging from complex interactions in the brain, 

understanding emotion processing in ASD requires not only describing differences between 
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autistic and NT individuals, but also tracking and understanding how differences emerge over 

the developmental course through longitudinal and cross-sectional designs (M. S. C. Thomas 

et al., 2009). For example, the cross-sectional developmental trajectories approach has been 

employed to contrast functions that link task performance separately with the clinical versus 

nonclinical groups, which enables developmental change to be compared between these groups 

(M. S. C. Thomas et al., 2009). In the case of emotion processing in ASD, development of this 

ability has been compared between autistic and NT groups using different approaches, 

including exploring relationships between age and task performance separately for each 

diagnostic group (Gepner et al., 2001; Greimel et al., 2014), comparing performance between 

diagnostic groups by age group (Kuusikko et al., 2009), and examining the interaction between 

diagnostic group and age group on performance (Rump et al., 2009) – findings will be further 

discussed below. 

In typical development, the ability to decode emotional expressions emerges at an early 

age and improves from childhood to adulthood for both accuracy and speed at both implicit 

and explicit levels of processing (De Sonneville et al., 2002; Herba & Phillips, 2004; Mathersul 

et al., 2009; Pons et al., 2004; L. M. Williams et al., 2009). Age-related improvements are 

observed across communicative domains, including human faces (Durand et al., 2007; L. A. 

Thomas et al., 2007; Widen & Russell, 2008), nonhuman faces (Santos et al., 2009), speech 

prosody (Chronaki et al., 2015, 2018), and music (Vidas et al., 2018). Failure to acquire early 

fundamental emotion processing skills could hamper a child’s social development, as the child 

may lose out on opportunities to learn about and fine-tune their skills for the understanding and 

interpretation of others’ emotional states with accuracy and speed (Izard et al., 2001).  

Different emotions have been shown to follow different developmental courses across 

different domains in typical development. For human faces, happiness and sadness appear to 

be earlier-emerging emotion categories, followed by anger and fear (Durand et al., 2007; L. A. 
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Thomas et al., 2007; Widen & Russell, 2008). For nonhuman faces, the development of specific 

emotions has not been well-investigated, though one study found no differences in the 

recognition accuracy across anger, happiness, and sadness among NT children and adolescents 

aged 4-15 years (Rosset et al., 2008). Although no age effects could be drawn from this study, 

it is possible that recognition may develop in parallel for these three emotions in the nonhuman 

face domain (Rosset et al., 2008); this remains an open question to be further ascertained. For 

speech prosody, anger recognition was found to reach adult-level accuracy the earliest among 

other basic emotions (Chronaki et al., 2015, 2018). For music, recognition accuracy appears to 

reach adult-level performance at similar rates for all emotions (Vidas et al., 2018). In general, 

children achieve adult-level performance for prototypical expressions around 10-11 years of 

age across domains (Bruce et al., 2000; Chronaki et al., 2015; Mondloch et al., 2003; Tonks et 

al., 2007; Van Lancker et al., 1989; Vidas et al., 2018), with considerable improvement in the 

recognition of more subtle (i.e., less intense) expressions beyond this age (Chronaki et al., 

2015; Rump et al., 2009).  

The development of implicit emotion processing in ASD has not been well-explored, 

nevertheless, a recent study using magnetoencephalography (MEG) has shown maturational 

course of functional connectivity for implicit processing of emotional faces is altered in ASD 

compared to typical development (Safar et al., 2021). In terms of explicit emotion processing, 

emotion recognition has been found to improve less overtime in ASD compared to typical 

development for both human faces and speech prosody (Gepner et al., 2001; Greimel et al., 

2014; Kuusikko et al., 2009; Uono et al., 2011; Van Lancker et al., 1989). Specifically, both 

children with ASD and NT children appear to perform comparably and show similar 

improvement (Rump et al., 2009; Van Lancker et al., 1989). However, children with ASD seem 

to show a lack of improvement in proficiency beyond that acquired by late childhood, while 

NT children continue to develop skills relevant for the decoding of more subtle expressions 



 27 

(Greimel et al., 2014; Rump et al., 2009; Van Lancker et al., 1989). In regard to the nonhuman 

face and music domains, the developmental trajectory has not been previously examined in 

ASD. Some evidence, nevertheless, arises from separate studies involving different age groups, 

which showed parallel development in the ASD and NT groups: comparable performance 

between autistic and NT individuals has been reported in children, adolescents, and adults for 

music (Gebauer, Skewes, Westphael, et al., 2014; Heaton et al., 1999; Quintin et al., 2011), 

and in children and adolescents for nonhuman faces (Brosnan et al., 2015; Miyahara et al., 

2007; Rosset et al., 2008).  

Taken together, implicit and explicit emotion processing appear to undergo different 

developmental courses in ASD compared to typical development. These findings suggest that 

any differences may be particularly prominent among adults, as demonstrated in Rump et al. 

(2009) where autistic individuals do not develop further skills as do NT individuals beyond 

late childhood. Moreover, while Safar et al. (2021) provided important evidence for the altered 

development of implicit emotion processing in ASD relative to typical development on the 

neural level, the development of how emotional meaning is implicitly activated on the 

behavioural level in ASD relative to typical development is yet to be explored. Moreover, based 

on the sparse data from separate studies on different ages, it appears that the developmental 

trajectory of emotion recognition may differ between ASD and typical development as a 

function of communicative domain, while the role of domain in development at the implicit 

level remains unknown. Further research is, therefore, required to provide insights into these 

areas. 

1.3. Plausible correlates of emotion processing and their associations with ASD 

The perception of social information is thought to encompass both domain-general and 

domain-specific processes. While historically evidence supporting the two different processes 



 28 

had long been contrasted as a dichotomy, more recent perspectives proposed that both 

processes seemingly contribute to social perception in an integrative, complementary manner 

(Capozzi & Ristic, 2020; Michael & D’Ausilio, 2015). In support of the domain-general 

account, a series of studies using the dot perspective task have converged to question the unique 

role of domain-specific social cognitive processes (e.g., mentalising) in social perception. In 

the dot perspective task (Samson et al., 2010), participants viewed an image of a room with red 

discs displayed on the walls, with a human avatar facing one of the walls that display either all 

of the discs (such that the avatar saw the same number of discs as the participant) or only some 

of the discs (such that the avatar saw a different number of discs than the participant). The task 

required participants to count the number of discs they could see while ignoring the avatar. It 

was found that participants’ performance was hampered when the number of discs they saw 

mismatched that was seen by the avatar, suggesting the avatar’s visual perspective was 

automatically processed and interfered with participants’ own perspective (Samson et al., 

2010). In a follow-up study (Qureshi et al., 2010), participants performed an executive task 

concurrently with the dot perspective task. It was found that additional cognitive load brought 

by the executive task had increased the interference from the avatar’s perspective, such that 

participants continued to perform an irrelevant calculation of the avatar’s perspective while 

simultaneously performing the executive task. These results provided further evidence that 

perspective calculation occurs in a relatively automatic manner and operates independently of 

executive function (Qureshi et al., 2010). Although these results are seemingly suggestive of a 

dedicated, automatic domain-specific process for mentalising in social orientation, there is 

evidence that the interference effects were found to be equally achieved when the avatar (i.e., 

a social cue) was replaced with an arrow (i.e., a nonsocial cue) using the same paradigm 

(Santiesteban et al., 2014). Likewise, previous work by Galfano et al. (2012) also showed that 

automatic orienting of visuospatial attention was equally mediated by eye gaze (i.e., a social 
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cue) and arrow (i.e., a nonsocial cue). The behavioural equivalence in responses to social and 

nonsocial cues appeared indicative of the operation of domain-general attentional mechanisms 

responding to stimulus directionality, rather than any dedicated mechanisms for tracking social 

information (e.g., mentalising). Nonetheless, it has been suggested that although the 

equivalence in behavioural response implicates domain-general functions underlying responses 

to both social and nonsocial cues, it does not necessarily rule out the contribution of domain-

specific processes specific to social information in social orientation (Capozzi & Ristic, 2020; 

Michael & D’Ausilio, 2015).  

On the contrary, there is ample evidence to motivate the speculation that domain-

specific processes are involved in attentional shifts in response to social stimulus directionality. 

For example, a qualitative dissociation between the type of attentional orienting mechanisms 

engaged by eye gaze (i.e., a pure location-based cueing effect) and arrow (i.e., a pure object-

based cueing effect) was revealed (Marotta et al., 2012; see also Marotta et al., 2018). This 

finding supported the notion that social cues appear to function differently from nonsocial cues, 

even though they may also engage a common attention process. In a separate line of research, 

the computation of mental states was shown to be involved in social orienting. For instance, 

using a naturalistic paradigm, it was found that interference of others’ visual perspective was 

modulated by their visual access to the stimuli; that is, participants only adopted the others’ 

visuospatial perspective when their vision was not obstructed by wearing opaque goggles 

(Freundlieb et al., 2017). Similarly, previous research showed that the magnitude of gaze 

following is modulated by the others’ visual access (Teufel et al., 2010) or intentional stance 

of the others’ gaze behaviour (Wiese et al., 2012), suggesting that eye gaze cues have stronger 

effects on attention when it signals social information (e.g., mental state or intention). 

Importantly, while these findings show that domain-specific processes (e.g., mentalising) 

contribute to social orienting, they do not disregard the involvement of domain-general 
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processes; rather, they show that perceived social relevance of available cues influence 

attentional responses. 

As such, the available evidence converges to the interplay between domain-general 

(e.g., attentional mechanisms) and domain-specific (e.g., mentalising) processes in social 

perception (see Capozzi & Ristic, 2020 and Michael & D’Ausilio, 2015 for a detailed 

discussion). That is, while both social and nonsocial directional cues inform domain-general 

attentional processes, ascription of social relevance appears to complement or enhance the 

magnitude of the responses to these cues. The postulation of which functionally specific social 

cognitive processes can be subserved at least in part by domain-general processes has important 

implications for understanding emotion processing in ASD. With regards to this, it is important 

to consider whether any emotion processing difficulties stem from impaired domain-general 

processes and/or whether autistic individuals draw on the same domain-general mechanisms 

as NT individuals during emotion processing. So far, the role of attention as a domain-general 

mechanism underlying social perception has been emphasised. In addition to attention (Wong 

et al., 2005), other domain-general processes such as perceptual strategies are also thought to 

play an important underlying role in emotion processing, which will be the focus of the present 

work. 

Although autistic individuals may show intact emotion recognition under some 

circumstances, they appear to employ strategies differing from those used by NT individuals 

when processing emotional expressions (Hobson et al., 1988; Pelphrey et al., 2002; see Harms 

et al., 2010 for a review), and perhaps also with emotional nonhuman faces (Isomura, Ogawa, 

et al., 2014). Specifically, autistic individuals may have a preference for local, detail-based 

information processing (Baron-Cohen, 2008), which may underlie the atypical use of featural 

processing for faces in ASD (Gross, 2005; Pelphrey et al., 2002). As such, the relevant literature 

on cognitive processing style in ASD and how it may relate to differences in processing 
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emotions within the visual modality will be introduced. Less is known about the strategies 

employed by autistic individuals for processing emotions in the auditory modality, and 

importantly, whether these strategies differ from those used by NT individuals. Given that the 

emotion processing in the auditory modality (i.e., speech prosody and music) is one of the key 

parts of this thesis, I will also review the existing findings on the potential correlates of the 

proficiency in extracting emotional cues through acoustic features in ASD and typical 

development, such as musical expertise and pitch perception abilities in this section. Finally, 

this thesis also takes into consideration the current debate on whether emotion recognition 

impairments in ASD may be better explained by co-occurring alexithymia (Bird & Cook, 

2013). Thus, a brief overview of alexithymia and how it may relate to emotion recognition 

impairments in ASD will be given. Investigation into these potential correlates across 

modalities will provide a fuller picture of the underlying nature of emotion processing in 

autistic individuals. 

1.3.1. Factors relating to visual emotion processing 

1.3.1.1. Cognitive processing style 

As introduced in Section 1.2.2.1, facial emotion recognition depends on both individual 

facial features and their configurations, with configural information playing a seemingly more 

prominent role than featural information in typical emotion recognition (Bombari et al., 2013; 

Calder et al., 2000; Derntl et al., 2009; Leppänen & Hietanen, 2007; McKelvie, 1995; Prkachin, 

2003). Here, configural processing refers to the perception of the face as a whole and has been 

shown to rely on global facial features (Goffaux et al., 2005; Goffaux & Rossion, 2006). In 

typical development, recognition of emotions in human faces and schematic faces has been 

found to be poorer when stimuli are presented in an inverted orientation, due to the disrupted 

processing of facial features as a global unit (Derntl et al., 2009; Fallshore & Bartholow, 2003). 
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Given that successful processing and interpretation of facial expressions require a more global 

approach to information processing, it has been proposed that facial emotion recognition 

impairments in autistic individuals may be associated with their peculiar local information 

processing style (Baron-Cohen, 2008; Behrmann et al., 2006). 

Studies have provided evidence for superior processing of local details in autistic 

individuals, such as faster identification of embedded figures, lower susceptibility to visual 

illusions, and enhanced performance on the block design task compared to NT individuals 

(Jolliffe & Baron-Cohen, 1997; Shah & Frith, 1993; see Simmons et al., 2009 for a review). 

This phenomenon has been primarily addressed by two theoretical accounts: the Weak Central 

Coherence account (WCC; Frith, 1989; Frith & Happé, 1994; Happé & Frith, 2006) and the 

Enhanced Perceptual Functioning account (EPF; Mottron et al., 2006). The WCC account, 

while not explicitly attempting to explain emotion recognition differences, posits that the local 

processing style in ASD results from a deficit in the higher-order processes that are responsible 

for the integration of separate components into a unified whole (U. Frith, 1989; U. Frith & 

Happé, 1994). In contrast, the EPF account proposes that the local processing style in ASD 

reflects an overdevelopment of low-level perceptual operations and that local processing is 

mandatory in ASD while global processing is more optional (Mottron et al., 2006). The two 

accounts are broadly similar in accounting for locally oriented processing but differ in their 

emphasis, with the WCC account emphasising that local processing results from a global deficit 

(U. Frith, 1989; U. Frith & Happé, 1994; Happé & Frith, 2006) and the EPF account 

emphasising that local processing is the default setting in perception in ASD without a global 

deficit (Mottron et al., 2006). Findings from research into the processing styles of autistic 

individuals have been inconsistent (Behrmann et al., 2006; Simmons et al., 2009; Van der 

Hallen et al., 2015). Nonetheless, previous meta-analytic work suggests that despite the limited 

evidence for an impairment, global processing appears to take longer and require more effort 
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in autistic individuals compared to NT individuals (Van der Hallen et al., 2015). It has been 

suggested that local processing might be better conceptualised as an initial strategy employed 

for a specific task or in a specific context by autistic individuals (D. D’Souza et al., 2016; Van 

der Hallen et al., 2015).  

Among the scarce research examining the relationship between facial emotion 

recognition and cognitive processing style, Gross (2005) found that in comparison to NT 

children, children with ASD had greater difficulty recognising facial emotional expressions, 

coupled with lower engagement in global processing on the global-local task employed. These 

findings demonstrate a relationship between cognitive processing style and emotion 

recognition ability in ASD. Conversely, findings from Oerlemans et al. (2013) suggested that 

processing style might not explain the significantly poorer performance in facial and prosodic 

emotion recognition in children with ASD, given that the cognitive processing style assessed 

on the feature identification task did not differ between children with ASD and NT children. 

Although a weak correlation between local processing style and facial emotion recognition was 

observed in the ASD proband, this correlation was not found in their sibling group nor NT 

group (Oerlemans et al., 2013). Furthermore, local processing style appeared not to be familial, 

as indicated by a non-significant sibling correlation, by which the authors concluded that 

processing style and social cognition might be relatively independent constructs within ASD 

(Oerlemans et al., 2013). Given the sparse and disparate literature, the relationship between 

cognitive processing style and social cognition remains unclear. Specifically, the question of 

whether group differences (if any) in the recognition of facial expressions can be explained by 

the different processing styles shown by autistic and NT individuals will be addressed in this 

thesis.  
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1.3.2. Factors relating to auditory emotion processing 

1.3.2.1. Musical expertise 

The effects of musical training on auditory emotion recognition have been repeatedly 

documented in typical development. Within the musical domain, research has indicated that 

the length of musical training is positively correlated with accuracy of emotion recognition 

from instrumental musical excerpts (Castro & Lima, 2014; Lima & Castro, 2011a; Livingstone 

et al., 2010). Moreover, musical expertise has also been shown to be associated with cross-

domain benefits to speech prosody. For example, musicians showed better accuracy than non-

musicians when recognising emotions from speech prosody for both single and multiagent 

stimuli (Correia et al., 2020; Farmer, Jicol, & Petrini, 2020; Lima & Castro, 2011b; Thompson, 

Schellenberg, & Husain, 2004; see Martins, Pinheiro, & Lima, 2021 for a review). This 

facilitatory effect has been demonstrated across age groups (Lima & Castro, 2011b; W. F. 

Thompson et al., 2004). Specifically, not only adult musicians performed better than adult non-

musicians at recognising emotions from speech prosody, 6-year-old children who received 

keyboard lessons on a weekly basis also recognised emotions from speech prosody with greater 

accuracy compared to children of the same age who received no training in the previous year 

(W. F. Thompson et al., 2004). The effects of musical training have been shown to be limited 

to the auditory modality only, such that facilitatory effects do not seem to extend to facial and 

audio-visual emotion recognition (Correia et al., 2020; Farmer et al., 2020; see Martins, 

Pinheiro, & Lima, 2021 for a review). Together, these findings suggest that learning music 

improves emotion recognition in music, which could be transferred to speech prosody. 

In addition to the effects of musical training, Correia and colleagues (2020) also 

examined whether naturally good musical abilities (i.e., in the absence of training) were related 

to enhancements in emotion recognition. There was a positive association between music 
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perception abilities and emotion recognition in vocalisations (e.g., laughter, crying) and speech 

prosody, which was the case even when musical training was held constant (Correia et al., 

2020). Importantly, musically-untrained participants with good musical abilities showed 

similar emotion recognition to that of musically-trained participants, who were found to exhibit 

better emotion recognition skills for vocalisations and speech prosody (Correia et al., 2020). 

These findings suggest that untrained participants with good musical perception abilities 

recognised vocal emotions just as well as highly trained musicians (Correia et al., 2020). Thus, 

musical perception abilities, aside from musical training, may also be an important correlate of 

auditory emotion processing to be considered. 

 While no studies to date have examined the effects of musical perception abilities on 

auditory emotion recognition in autistic individuals, the effects of musical training have been 

investigated in one study (Quintin et al., 2011). In this study, it was found that musical training 

was not a significant predictor of emotion recognition from instrumental musical excerpts, both 

across and within the ASD and NT groups (Quintin et al., 2011). However, the impact of 

musical training was investigated by dividing the sample into musician versus non-musician 

groups based on the criteria of having played at least one musical instrument and received at 

least two years of musical training (Quintin et al., 2011). Although information about the mean 

number of years of musical training in the musician and non-musician groups was not available, 

the requirement of two years of musical training for the musician group is relatively low in 

comparison with other studies investigating the effects of musical training (e.g., ≥ 13 years; 

Marques et al., 2007; Parbery-Clark et al., 2009; Schön et al., 2004; W. F. Thompson et al., 

2004). Altogether, it would be worthwhile to further examine the effects of musical training, 

as well as musical perception abilities, on emotion recognition in music. Given the cross-

domain benefits to emotional prosody seen in NT individuals, it would also be of interest to 

explore if this is also the case in autistic individuals. Finally, whether the effects of musical 
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training and perception abilities are evident at both implicit and explicit levels across the speech 

prosody and music domains in the two groups also remains to be explored.  

1.3.2.2. Low-level pitch perception  

As mentioned earlier, cross-domain benefits of musical expertise appear to be limited 

to the auditory modality, which likely occur due to enhancements in the low-level perception 

of acoustic features (Kannyo & DeLong, 2011; Mankel et al., 2020). Here, I focus on the 

processing of pitch information, as there is ample evidence demonstrating the importance of 

pitch as a cue to emotional meaning in speech (Banse & Scherer, 1996; Juslin & Laukka, 2003; 

Pell & Kotz, 2011) and in both instrumental and vocal music (Hakanpää et al., 2019b, 2019a; 

Juslin & Laukka, 2003; Quinto et al., 2014; Schellenberg et al., 2000). Thus, the ability to 

detect changes in pitch is thought to be crucial for the categorisation of emotional types. 

In typical development, pitch processing ability is an important mechanism supporting 

emotional prosody recognition (Globerson et al., 2013, 2015). Specifically, psychoacoustic 

thresholds obtained from pitch tasks that require differentiating and naming pitches (e.g., high 

vs. low, glide vs. non-glide, ascending vs. descending), but not pitch tasks that require same-

different judgments, were found to be significant correlates of explicit emotional prosody 

recognition (Globerson et al., 2013, 2015). The underlying role of pitch processing ability in 

implicit processing of emotional prosody, however, has not been explored.  

The relationship between pitch perception ability and emotion recognition in music, 

however, has not been well-established, as reflected in the lack of association between the two 

variables in previous studies (Lévêque et al., 2018; L. Zhou et al., 2019). Notably, in Lévêque 

et al. (2018), the threshold data were obtained from simple same-different pitch discrimination 

(rather than pitch tasks that require differentiating and naming pitches, c.f., Globerson et al., 

2013, 2015). It is possible that the simple same-different pitch task may not have an intrinsic 
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relationship with auditory emotion processing, resulting in a lack of correlation observed, as 

noted in the speech domain (Globerson et al., 2013, 2015). Although Zhou et al. (2019) 

correlated thresholds obtained from pitch tasks that required differentiating and naming pitches 

and performance on emotion recognition in music, this was done separately for the amusic and 

control groups. The small sample size in each group (N ≤ 16) may have resulted in insufficient 

power to detect this correlation. Together, the question of whether pitch perception (indexed 

by pitch discrimination and naming) serves as an underlying mechanism of emotion processing 

of music remains open and needs to be further elucidated. 

A number of studies have demonstrated intact or even enhanced pitch processing 

abilities in autistic individuals (Bonnel et al., 2003; Chowdhury et al., 2017; Globerson et al., 

2015; Heaton et al., 2001; Jones et al., 2009; see also Haesen et al., 2011a; Kellerman et al., 

2005; Ouimet et al., 2012 for reviews), although impaired pitch discrimination has also been 

reported (Bhatara, Babikian, et al., 2013; Jiang et al., 2015; Kargas et al., 2015; Schelinski & 

von Kriegstein, 2019; Sota et al., 2018). The few studies investigating the relationship between 

pitch perception abilities and prosodic emotion recognition have provided mixed results. For 

instance, Globerson et al. (2015) showed that high-low pitch discrimination and naming 

abilities for non-vocal stimuli were strongly associated with prosodic emotion recognition in 

both ASD and NT groups, with a more pronounced association found in the ASD group. Based 

on these findings, the two groups seemed to have employed similar processing strategies for 

extracting pitch information in emotional prosody, despite poorer emotion recognition 

observed in the ASD group (Globerson et al., 2015). By contrast, Schelinski & von Kriegstein 

(2019) found that whereas high-low pitch discrimination and naming abilities for vocal stimuli 

were associated with prosodic emotion recognition in the NT group, no such association was 

found in the ASD group. It was postulated that vocal pitch information was perhaps not 

available for prosodic emotion recognition in autistic individuals like it was in NT individuals 
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(Schelinski & von Kriegstein, 2019). Again, the underlying role of pitch processing ability in 

implicit processing of emotional prosody is yet to be examined. Furthermore, no studies have 

previously investigated the association between pitch processing ability and emotion 

processing of music across both implicit and explicit levels in ASD. Taken together, further 

investigation into these relationships will contribute to the better understanding of whether and 

how pitch processing underlies implicit and explicit emotion processing of speech prosody and 

music in both ASD and typical development.  

1.3.3. The case for alexithymia in ASD research 

Alexithymia is a subclinical cognitive-affective disturbance characterised by 

impairments in the experience, regulation, and communication of emotions and is best 

conceptualised as a dimensional personality trait (Connelly & Denney, 2007; Nemiah & 

Sifneos, 1970; J. D. A. Parker et al., 2008; Suslow & Donges, 2017; G. J. Taylor & Bagby, 

2000). The alexithymia construct was first introduced to characterise emotional deficits of 

psychosomatic patients, who were typically presented with an incapacity to verbalise their 

emotions (Ruesch, 1948; Sifneos, 1973). This difficulty is thought to be related to patients’ 

unawareness of feelings and emotions, as well as confusions about emotions and bodily 

sensations (Poquérusse et al., 2018). There is currently no formal diagnosis for alexithymia, 

although several self-report measures can help to identify its signs, such as the 20-Item Toronto 

Alexithymia Scale (TAS-20; Bagby et al., 1994) and the Bermond-Vorst Alexithymia 

Questionnaire (BVAQ; Vorst & Bermond, 2001).  

The prevalence rate of alexithymia is approximately 10% of the general population, 

which has remained stable over time since the first demographic assessment conducted in 

Finland (Hiirola et al., 2017; Salminen et al., 1999). The prevalence of alexithymia is higher in 

males than in females, with a ratio reported as affecting twice as many males as females 

(Salminen et al., 1999). Alexithymia has been found to be present in a range of neuropsychiatric 



 39 

disorders, including post-traumatic stress disorder (Frewen, Dozois, et al., 2008; Frewen, 

Lanius, et al., 2008), depression and anxiety disorders (Marchesi et al., 2000), eating disorders 

(Westwood et al., 2017), and schizophrenia (van ’t Wout et al., 2007). In particular, it has been 

suggested that 50% of autistic individuals have alexithymia (Berthoz & Hill, 2005; 

Milosavljevic et al., 2016).  

The most recent contributions to the debate of whether autistic individuals have atypical 

emotion recognition suggested that alexithymia, but not ASD per se, may account for 

individuals’ emotion recognition difficulties (Bird & Cook, 2013; Cook et al., 2013; Kinnaird 

et al., 2019). Specifically, Bird & Cook (2013) argued that the heterogeneity in the emotional 

competence within the ASD population can partly be attributed to the high co-occurring rate 

of alexithymia in autistic individuals, rather than being a symptom of ASD per se. This is 

because alexithymia has also been found to be associated with emotion perception, 

behaviourally and neurologically, in the general population (Gündel et al., 2004; Jessimer & 

Markham, 1997; Prkachin et al., 2009). The contribution of alexithymia to the better 

understanding of emotion processing in ASD has gained tentative traction in recent years (see 

Sivathasan et al., 2020 for a recent review), with studies predominantly assessing its 

contribution to the processing of facial expressions (Brewer et al., 2016; Keating et al., 2021; 

Stephenson et al., 2019), but less so with prosodic (Heaton et al., 2012) and musical expressions 

(Allen et al., 2013). Given the high incidence of alexithymia in ASD as well as its plausible 

role in explaining emotion recognition difficulties, it is important that the contribution of 

alexithymia is taken into consideration when assessing the multiple facets of emotion 

processing ability in autistic individuals. 
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1.4. Aims and rationale 

The overarching aim of this thesis was to elucidate whether differences in implicit and 

explicit processing of emotions between autistic and NT individuals were generalised across 

communicative domains (i.e., domain-general) or specific to certain domain(s) (i.e., domain-

specific), in order to enhance understanding of the strengths and weaknesses of emotion 

processing in autistic individuals. This will be assessed in individuals across the age span, 

including children, adolescents, and adults, to shed light on the developmental trajectory of 

emotion processing in ASD compared to typical development. A secondary aim of this thesis 

is to examine the strategies employed for emotion processing in autistic and NT individuals, as 

well as the contribution of alexithymia to emotion processing. The research questions are:  

1. Does emotion processing ability generalise across communicative domains (human 

face, nonhuman face, speech prosody, and music/song) in ASD? 

2. Does emotion processing ability generalise across implicit and explicit levels of 

processing in ASD? 

3. Does the developmental trajectory of emotion processing differ between autistic and 

NT individuals? 

4. Is there a relationship between emotion processing and several related factors (cognitive 

processing style, musical training, musical perception, pitch perception, alexithymic 

trait, and autistic trait) in ASD and typical development? 

1.4.1. Structure of thesis 

Given the highly variable findings regarding emotion recognition in ASD as a whole, 

the objective of Chapter 2 was to consolidate the expanding literature on this topic through a 

systematic review and meta-analysis. Contradictory findings are not uncommon in ASD 

research, potentially owing to inadequate statistical power and intrinsic heterogeneity in the 
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diagnosis itself. Thus, combining findings from multiple small studies provides an opportunity 

to investigate this topic with increased power. Although previous meta-analytic works have 

provided strong evidence for the presence of facial emotion recognition impairments in ASD 

(Lozier et al., 2014; Uljarevic & Hamilton, 2013), there remains a lack of consensus about the 

general emotion recognition ability in ASD when considering evidence from the growing 

literature on other domains (as presented in Section 1.2.2). I investigated in this review whether 

emotion recognition of the six basic emotions is impaired both in terms of recognition accuracy 

and speed in ASD based on data not only for the human face domain but also the other less 

examined domains (i.e., nonhuman face, speech prosody, and music). In addition, I examined 

the effects of population characteristics (i.e., age, verbal IQ, nonverbal IQ, and full-scale IQ), 

experimental design parameters (i.e., stimulus domain, task demand), and study quality factors 

(i.e., verbal, nonverbal, and full-scale IQ matching) on group differences seen across different 

studies. 

Chapter 3 was an experimental study examining explicit emotion processing via the 

widely used forced-choice paradigm, where participants selected an emotional label that best 

described the emotion conveyed by the stimulus from a set of alternatives. The purpose of this 

study was to investigate emotion recognition accuracy, speed, and efficiency for four basic 

emotions (anger, fear, happiness, and sadness) across visual and auditory stimuli (human faces, 

face-like objects, speech prosody, and song) between autistic and NT individuals ranging from 

children to adults. This study was the first of its kind to directly compare performance in the 

four communicative domains using the same participant samples that were matched on age, 

gender, verbal ability, and nonverbal ability under the same experimental paradigm. The 

findings of this study corresponded to the issues and recommendations raised in the review in 

Chapter 2, by contributing to the under-researched topics in the literature on emotion 

recognition in ASD across communicative domains and over the developmental course.  
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Chapter 4 investigated implicit emotion processing from a behavioural perspective 

through employing a cross-modal affective priming paradigm. Considering reports of facial 

expressions serving a more dominant communicative domain in multimodal processing of 

emotions (Collignon et al., 2008; Lin & Ding, 2019), a particular interest was to examine how 

implicitly processed emotions conveyed by auditory stimuli influence emotional judgment in 

visual stimuli. Implicit emotion priming of auditory cues (speech prosody and song) on 

emotional judgment in visual targets (human faces and face-like objects), to my knowledge, 

has not been directly compared between autistic and NT individuals across the age span. The 

findings of this study, therefore, provided insights into the impact of implicit activation of 

emotional meaning of different expressions on subsequent emotional behaviours and whether 

this impact was moderated by domain in the two populations. 

In Chapter 5, several potential correlates of emotion processing were examined in ASD 

and typical development. First, the relationship between cognitive processing style (assessed 

on the Navon task: Navon, 1977) and emotion recognition from faces and objects (assessed in 

Chapter 3) was examined. This investigation aimed to explore whether any emotion recognition 

differences across visual stimuli between autistic and NT individuals were related to 

differences in their perceptual processing styles. Secondly, whether emotion processing of 

speech prosody and song (assessed in Chapters 3 and 4) were related to years of musical 

training, musical perception ability (assessed on the Montreal Battery of Evaluation of Amusia: 

Peretz et al., 2003; or the Montreal Battery of Evaluation of Musical Abilities: Peretz et al., 

2013), and pitch perception abilities (assessed on a pitch direction discrimination task: F. Liu 

et al., 2010, 2012). This investigation aimed to determine whether proficiency in extracting 

auditory perceptual information, particularly pitch changes, was related to emotion processing 

of auditory stimuli in autistic and NT individuals. Finally, the contribution of alexithymic traits 

(assessed on the TAS-20: Bagby et al., 1994) and autistic traits (assessed on the Autism-
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Spectrum Quotient: Baron-Cohen et al., 2001) to overall performance on emotion priming 

(assessed in Chapter 4) and recognition (assessed in Chapter 3) was examined. This 

investigation added to the current debate on whether co-occurring alexithymia could account 

for emotion recognition impairments in ASD (Bird & Cook, 2013), while extending beyond 

the human face domain that has predominantly been investigated in previous studies. 

Chapter 6 brought the aforementioned chapters together through evaluating, discussing 

and interpreting the overall results in the context of previous research in ASD. The implications 

of these findings and their contributions to the field of emotion processing in ASD were then 

reviewed, followed by a discussion of the limitations of the research presented in this thesis 

and suggestions for future research. 
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Chapter 2: A systematic review and meta-analysis of emotion recognition across 

nonverbal communicative domains in ASD 

This chapter examines the emotion recognition ability across domains and modalities 

in individuals with autism spectrum disorder (ASD) relative to neurotypical (NT) individuals, 

through a systematic review of the interdisciplinary literature, and through a meta-analysis. 

The moderating effects of age, full-scale, verbal, and nonverbal IQ, stimulus domain, and task 

demand on emotion recognition impairments in ASD were assessed. Any shortcomings and 

gaps in research arisen from the literature would inform the design of studies in the subsequent 

chapters. 

2.1. Introduction 

An expanding literature has investigated emotion recognition in autism spectrum 

disorder (ASD). Findings, however, have been highly variable. Although previous meta-

analytic works have provided strong evidence for the presence of emotion recognition 

impairments in individuals with autism spectrum disorder (ASD), this was limited to the visual 

modality, specifically human faces and body gestures (Lozier et al., 2014; Uljarevic & 

Hamilton, 2013). There remains a lack of consensus about the general emotion recognition 

ability in ASD when considering evidence from the growing literature on other stimulus 

domains, such as those involving nonhuman faces (e.g., Brosnan et al., 2015; Miyahara et al., 

2007; Rosset et al., 2008), speech prosody (e.g., Baker et al., 2010; Heikkinen et al., 2010; 

Schelinski & von Kriegstein, 2019), and music (e.g., Järvinen et al., 2016; Quintin et al., 2011). 

In addition, questions about whether impairments vary by age, IQ, stimulus domain, task 

demand, and emotion have also been raised previously (Harms et al., 2010; Nuske et al., 2013). 

Thus, this review sought to provide comprehensive answers to (i) whether the ability to 

recognise emotions differs between autistic and neurotypical (NT) individuals when data 
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available in the different domains are incorporated, and (ii) whether factors such as age, IQ, 

stimulus domain, and task demand moderate any identified impairments, by systematically 

examining the interdisciplinary literature and by using meta-analysis.   

2.1.1. Past findings of emotion processing in ASD 

2.1.1.1. Stimulus domain 

As introduced in Section 1.2.2, within the visual modality, difficulty in identifying and 

understanding emotions through facial expressions is widely recognised as the most common 

social-cognitive impairments in ASD (see Harms et al., 2010 for a discussion). Nevertheless, 

there has also been contradictory evidence suggesting that this ability is intact (Jones et al., 

2011; Tracy et al., 2011). In contrast, the ability to recognise emotions from nonhuman facial 

stimuli such as cartoons, caricatures, and schematic faces have been consistently reported to be 

intact in ASD (Brosnan et al., 2015; Isomura, Ogawa, et al., 2014; Miyahara et al., 2007; Rosset 

et al., 2008). It has been postulated that the greater interest towards such stimuli may have led 

to greater acquired expertise with processing the faces of these stimuli, and hence resulting in 

the comparable performance in emotion recognition between autistic and NT individuals 

(Rosset et al., 2008). This notion is further supported by previous evidence demonstrating a 

unique link between autistic individuals and their restricted interest in cartoons (Anthony et al., 

2013; Grelotti et al., 2005; Kuo et al., 2014; Spiker et al., 2012).  

Within the auditory modality, studies investigating emotional prosody in ASD have 

yielded mixed findings, with some reporting clear impairments (Doi et al., 2013; Schelinski & 

von Kriegstein, 2019; L. J. Taylor et al., 2015) and others reporting no impairments (Baker et 

al., 2010; Heikkinen et al., 2010). These discrepancies may in part be explained by variations 

in the methodologies used across studies, such as presenting prosodic stimuli that elicit 

emotions (in)congruent to its verbal content or in neutral semantics (J. E. Wang & Tsao, 2015), 
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implementing low-pass filtering methods that eliminate verbal content (R. B. Grossman et al., 

2010), and presenting emotional prosody in the presence of contextual cues (Le Sourn-Bissaoui 

et al., 2013). Despite that emotions in music and speech prosody are expressed using similar 

cues (Coutinho & Dibben, 2013; Juslin & Laukka, 2003), the ability to recognise emotions 

from music seems unimpaired in ASD (Gebauer, Skewes, Westphael, et al., 2014; Heaton et 

al., 1999), or specifically when verbal IQ was statistically controlled for (Quintin et al., 2011). 

This is not surprising given that music has been widely documented as a domain of preserved 

abilities in autistic individuals (Heaton, 2009; Mottron et al., 2000; Quintin et al., 2013). Taken 

together, it appears that the emotion recognition ability of autistic individuals may be 

moderated by stimulus domain, which could be considered a potential contributing factor to 

the mixed results in the literature. 

2.1.1.2. Specific emotions 

Alongside studies showing general impairments across all emotions in ASD (e.g., 

Lindner & Rosén, 2006; Sawyer et al., 2012; Y. Song et al., 2020), a body of work suggests 

that emotion recognition impairments in ASD may be specific to certain emotions. In the face 

domain, this is supported by numerous studies reporting specific impairments in the recognition 

of negative emotions, particularly for fearful expressions (Ashwin et al., 2006; Pelphrey et al., 

2002; Tell et al., 2014; Uono et al., 2011, 2013; S. Wallace et al., 2008) and sad expressions 

(Ashwin et al., 2006; Boraston et al., 2007). According to the amygdala theory of autism, the 

poor recognition of fear and other negative emotions has been postulated as a result of 

amygdala dysfunction in ASD (Ashwin et al., 2006; Baron-Cohen et al., 2000; Howard et al., 

2000). However, in the speech prosody domain, emotion-specific impairments have been noted 

in the recognition of happiness, a positive emotion (Hubbard et al., 2017; J. E. Wang & Tsao, 

2015). Moreover, no general or specific impairments have been reported for nonhuman faces 
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(Brosnan et al., 2015; Rosset et al., 2008) nor music (Heaton et al., 1999; Järvinen et al., 2016; 

Quintin et al., 2011). Thus, the claim of specific impairments for negative emotions does not 

seem to be supported by findings in the nonhuman face, speech prosody, and music domains.  

The different emotion-specific impairments observed might be attributed to the varying 

difficulty levels of identifying different expressions across domains. Certain emotions are 

thought to be more robustly expressed in one domain compared to the other in typical 

development (Keltner et al., 2016). For instance, happiness was found to be the most accurately 

recognised emotion from human faces, followed by anger and sadness, with fear being the least 

accurately recognised (Elfenbein & Ambady, 2002). Conversely, across the speech prosody 

and music domains, anger and sadness were found to be better recognised than fear and 

happiness (Chronaki et al., 2018; Elfenbein & Ambady, 2002; Juslin & Laukka, 2003). With 

these in mind, if emotion-specific difficulties in ASD were present, it is plausible that they may 

differ across domains given their distinctive perceptual differences. The current review will 

examine this possibility by analysing each emotion type separately across and within domains, 

as well as for the following moderating factors. 

2.1.1.3. Age 

Research on emotion has predominantly focused on six basic emotions, including 

anger, fear, happiness, sadness, disgust, and surprise (Ekman & Friesen, 1976; Prinz, 2004). 

The ability to explicitly label these emotional expressions emerges during early childhood and 

develops through adolescence to adulthood (De Sonneville et al., 2002; Herba & Phillips, 

2004). As noted in Section 1.2.3, several cross-sectional studies involving participants from 

different age groups provide some evidence that emotion recognition improves less over time 

in ASD than in typical development (Gepner et al., 2001; Kuusikko et al., 2009; Van Lancker 

et al., 1989). Specifically, children in both ASD and NT groups show similar improvement and 
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perform comparably on emotion recognition (Rump et al., 2009; Van Lancker et al., 1989). 

However, adolescents with ASD do not seem to develop proficiency beyond those acquired by 

late childhood, while NT adolescents continue to refine emotion recognition skills (Greimel et 

al., 2014; Rump et al., 2009; Van Lancker et al., 1989). Consequently, adults with ASD do not 

reach the level of proficiency demonstrated by NT adults (Rump et al., 2009). The different 

developmental trajectories between ASD and NT groups may have, therefore, contributed to 

the inconsistent group differences observed in the literature. The evidence reviewed here came 

exclusively from the human face and speech prosody domains, where no studies have directly 

examined the developmental trajectory of emotion recognition in the nonhuman face and music 

domains in ASD. Separate studies representing performance by different age groups, 

nonetheless, provide some insights into this: studies investigating emotion recognition of 

nonhuman faces have indicated intact performance in both children and adolescents with ASD 

(Brosnan et al., 2015; Miyahara et al., 2007; Rosset et al., 2008), and the same for music across 

children, adolescents, and adults with ASD (Heaton et al., 1999; Järvinen et al., 2016; Quintin 

et al., 2011). These findings, by contrast, appear to suggest that age did not moderate emotion 

recognition ability of autistic individuals. Considering the contradictory observations 

discussed, it is necessary to evaluate whether the moderating effects of age could account for 

the heterogeneity in the literature. 

2.1.1.4. IQ 

Emotion recognition encompasses both verbal and nonverbal intellectual functioning: 

while nonverbal ability enables the perception and integration of nonverbal characteristics that 

differentiate emotion expressions, verbal ability allows the interpretation and assignment of an 

appropriate emotional label to their meaning (Davitz & Beldoch, 1964). Indeed, intellectual 

ability has not only been identified as a significant correlate of emotion recognition ability but 
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has also shown significant predictive power in typical development (Khawar et al., 2013). 

Previous studies indicated that the correlation between IQ and emotion recognition also extends 

to ASD, with IQ being an important predictor of emotion recognition ability regardless of 

diagnosis (full-scale IQ: Jones et al., 2011; nonverbal IQ: Salomone et al., 2019). However, it 

has also been shown that the association between IQ and emotion recognition is significantly 

more prominent in the ASD group compared to the NT group (verbal IQ: Dyck et al., 2006a), 

or that this association is uniquely present in the ASD group only but not in the NT group (full-

scale IQ: Tanaka et al., 2012; verbal IQ: Atkinson, 2009; Quintin et al., 2011; Wallace et al., 

2008). These findings suggest that emotion recognition may involve higher-level analytical 

processes that autistic individuals could employ to aid performance, whereas NT individuals 

may opt for intuitive rather than analytical strategies (J. B. Grossman et al., 2000). In particular, 

verbal IQ may contribute to the intact performance of the ASD group in studies requiring 

explicit knowledge about emotional labels (see Trevisan & Birmingham, 2016 for a review). 

IQ may, therefore, constitute a compensatory mechanism for emotion recognition especially in 

autistic individuals who have higher cognitive functioning (Harms et al., 2010), which may 

explain individual differences in emotion recognition within ASD (see Nuske et al., 2013 for a 

review). In this sense, autistic individuals who have higher IQ may be relatively less impaired 

in emotion recognition when compared against their NT counterparts, i.e., higher IQ of the 

ASD group may be associated with smaller/no group differences.  

Nonetheless, contradictory findings have also been reported in previous studies. 

Rommelse et al. (2015) examined three groups of ASD and NT participants with below 

average, average, or above average IQ, and found that indeed in absolute terms, autistic 

individuals who had below average IQ performed worse than those who had higher IQ on facial 

and prosodic emotion recognition tasks. However, in relative terms, a larger group difference 

in performance on these tasks was found between the ASD and NT groups with above average 
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IQ than the groups with lower IQ (Rommelse et al., 2015). These findings suggest that autistic 

individuals who have higher IQ may be more severely impaired in emotion recognition when 

compared against their NT counterparts, i.e., higher IQ of the ASD group may be associated 

with larger group differences. Furthermore, in other studies, IQ has been shown to be unrelated 

to the ability to recognise emotions in autistic individuals (full-scale IQ: Heaton et al., 2012; 

Parron et al., 2008), discounting the potential moderating role of IQ on group differences in 

emotion recognition. Given the disparate findings regarding the role of IQ in moderating 

performance by autistic individuals relative to their NT counterparts, the present study sought 

to examine whether the different measures of IQ (full-scale IQ, verbal IQ, and nonverbal IQ) 

could account for the heterogeneity among results across studies. 

2.1.1.5. Task demands 

The majority of emotion recognition studies in ASD implemented a verbal task, which 

involved identifying, labelling, discriminating, matching, or detecting different emotions using 

verbal cues. Such tasks are cognitively demanding as they place great reliance on emotion 

vocabulary necessary for labelling emotions following perception (Palermo et al., 2013). As 

briefly outlined in Section 1.2.1.2, findings from studies employing a verbal task have been 

inconsistent. Implementing a forced-choice task that involves participants selecting their 

response to the target emotion from pre-generated options, some studies reported significant 

group differences (e.g., Griffiths et al., 2019; Philip et al., 2010), while others did not (e.g., 

Baker et al., 2010; Rhodes et al., 2018). Studies using an open-ended labelling task, where 

participants spontaneously generate an emotional label that describes the target emotion, have 

similarly reported inconsistent findings (significant group difference: Boucher et al., 2000; 

Castelli, 2005; no group difference: Hobson et al., 1989). Verbal discrimination tasks, requiring 

participants to judge whether a stimulus displays the same or different emotion than the given 
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label, have consistently reported group differences (e.g., Oerlemans et al., 2014; Waddington 

et al., 2018). Verbal matching tasks involving participants selecting a stimulus among a set that 

matches the given label have also reported significant group differences (e.g., Loth et al., 2018). 

However, verbal detection tasks which require participants to detect the stimulus displaying 

the target emotion among other distractors, have found no group differences (e.g., Shafritz et 

al., 2015). 

In contrast to verbal tasks, nonverbal emotion recognition tasks tap only into the 

perceptual stage where emotions are discriminated based on perceptual properties alone 

(Adolphs, 2002; Palermo et al., 2013). Despite the seemingly reduced task demands, findings 

have also been inconsistent. Nonverbal discrimination tasks, requiring participants to indicate 

whether the stimuli within a pair display the same or different emotions, have reported group 

differences with human faces (e.g., Greimel et al., 2014; Sasson et al., 2016; Vannetzel et al., 

2011), but not with speech prosody (e.g., Lindström et al., 2018). Nonverbal matching tasks, 

where participants are shown an emotional stimulus and then choose a stimulus from a set that 

displays the same expression, have found group differences (e.g., Philip et al., 2010; Tanaka et 

al., 2012). By contrast, nonverbal detection tasks, which involve participants detecting the odd 

emotion expression among other distractors, have found no group differences (Isomura, 

Ogawa, et al., 2014; Kujala et al., 2005). Upon these mixed results, the moderating role of task 

demands in accounting for the heterogeneity in the literature is yet to be elucidated. 

2.1.2. Prior reviews of emotion processing in ASD 

To date, three systematic reviews have investigated emotion recognition in ASD 

(Harms et al., 2010; Lozier et al., 2014; Uljarevic & Hamilton, 2013). The two meta-analyses, 

bringing together 48 papers on facial and body expressions (Uljarevic & Hamilton, 2013) and 

43 papers on facial expressions (Lozier et al., 2014), revealed general emotion recognition 

impairments in ASD with varying severity across emotions. Age did not moderate emotion 
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recognition in Uljarevic and Hamilton (2013) but moderated recognition of fear, sadness, and 

disgust in Lozier et al. (2014). The magnitude of impairments could not be accounted for by 

either full-scale IQ (Lozier et al., 2014; Uljarevic & Hamilton, 2013) or verbal IQ (Lozier et 

al., 2014). The effect of task on emotion recognition was examined in Uljarevic and Hamilton 

(2013) and was not found to be a significant moderator; that is, there appeared no overall 

differences in performance between emotion matching (i.e., requiring perceptual demands) and 

emotion labelling (i.e., requiring verbal and perceptual demands) tasks. To my knowledge, no 

reviews have yet evaluated emotion recognition in ASD across domains (human faces, 

nonhuman faces, speech prosody, and music) and modalities (visual and auditory). In addition, 

the effects of domain have not been systematically examined, especially when impairments in 

the human face and speech prosody domains do not seem to generalise to the nonhuman face 

nor to the music domain. Reviewing the growing body of literature, particularly with the 

increased attention to emotion recognition in the auditory domain during the last decade 

(Järvinen et al., 2016; Schelinski & von Kriegstein, 2019; L. J. Taylor et al., 2015; Waddington 

et al., 2018; J. E. Wang & Tsao, 2015), may therefore further our understanding of the general 

emotion recognition ability in ASD as a whole. 

2.1.3. Aims and purpose 

This systematic review and meta-analysis aimed to investigate whether the ability to 

accurately recognise basic emotions in the different domains across visual (human and 

nonhuman face) and auditory modalities (speech prosody and music) in autistic individuals 

differs from that in NT individuals (see Table 2.1 for a detailed summary of the similarities and 

differences between prior reviews and the present study). The possible influence of study 

quality factors on these observed group differences were also examined. One specific focus 

was on the influence of IQ matching, given that group differences in emotion recognition could 

be confounded by differences in IQ rather than diagnosis per se (see Harms et al., 2010 for a 
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detailed discussion). To identify factors contributing to the mixed results, the present work 

investigated several potential moderators, including age, full-scale/verbal/nonverbal IQ, 

stimulus domain, and task demand. In addition to recognition accuracy, response times (where 

available) were also examined separately in the main meta-analyses to address the 

discrepancies in the literature that show either slower (Greimel et al., 2014; Ketelaars et al., 

2016; Lindström et al., 2018; Sawyer et al., 2012) or comparable (Akechi et al., 2010; Fink et 

al., 2014; J. B. Grossman et al., 2000) speed of emotion recognition in ASD relative to typical 

development. Specific review questions include: 

1. Is there evidence for a general emotion recognition impairment across emotions in 

ASD? 

2. Are these results influenced by IQ matching procedures? 

3. Is there evidence for emotion recognition impairments across ages, full-

scale/verbal/nonverbal IQ, domains, or tasks in ASD? 
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Table 2. 1. Summary of similarities and differences between prior reviews and the current 
study.  

Note. A ✓ indicates a particular item was assessed or conducted. 

2.2. Method 

This study was carried out in accordance with the recommended procedures for 

conducting systematic reviews and meta-analyses (i.e., the Preferred Reporting Items for 

Systematic reviews and Meta-Analyses [PRISMA] guidelines ; Moher et al., 2009). The 

protocol for this systematic review was registered on PROSPERO at 

https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42019091703. 

2.2.1. Search strategy 

To identify all eligible studies, a comprehensive search was conducted using Embase, 

Medline, PubMed, Web of Science, and Google Scholar, from the earliest record to August 

2019. The search strategy was designed to combine ASD and emotion recognition relating to 

the domains of interest using three blocks of search terms: (a) synonyms and terms used to 

describe ASD; (b) emotion recognition; and (c) human face, nonhuman face, speech prosody, 

  Harms et al. (2010) Uljarevic & Hamilton (2013) Lozier et al. (2014) The present study 
Data synthesis approach 
 Systematic review ✓ ✓ ✓ ✓ 
 Meta-analysis  ✓ ✓ ✓ 
Quality assessment 
 Critical appraisal of studies    ✓ 
 Assessment of publication bias  ✓ ✓ ✓ 
Domain(s) covered 
 Human faces ✓ ✓ ✓ ✓ 
 Nonhuman faces ✓ ✓ ✓ ✓ 
 Body expressions  ✓   
 Speech prosody    ✓ 
 Music    ✓ 
Moderator(s) covered 
 Age ✓ ✓ ✓ ✓ 
 Full-scale IQ  ✓ ✓ ✓ 
 Verbal IQ   ✓ ✓ 
 Nonverbal IQ    ✓ 
 Task selection ✓ ✓  ✓ 
Study quality factor(s) covered 
 IQ-matching protocol ✓   ✓ 
Performance index 
 Accuracy ✓ ✓ ✓ ✓ 
 Response time ✓   ✓ 
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and music (see Table 2.2 for full details). The initial search was completed on 27th April 2018; 

additional studies were included until 1st August 2019 via an updated search. 

Table 2. 2. Search terms and synonyms (truncated where possible) used in database search. 

Term Block PsycINFO, Medline, PubMed, Embase Google Scholar 

Participant Autis* OR Asperger* OR ASD OR pervasive developmental disorder Autism OR Asperger 

Emotion Emotion* OR affect OR social OR communicat* OR happy OR happiness OR 

angry OR anger OR sad OR sadness OR fear OR fearful OR frightened OR 

scared OR threat* OR disgust OR surprise* 

Emotion* OR affect 

Recognition Recogn* OR percept* OR perceive* OR process* OR read* OR understand* Recognition OR perception OR process OR 

understanding 

Face Face OR faces OR facial OR object OR objects OR visual Face* OR facial OR object OR visual 

Speech Prosody Speech OR language OR linguistic* OR prosod* OR intonation OR inflection 

OR voice OR vocal* OR sound* 

Speech OR language OR prosody OR intonation 

OR voice 

Music Music* OR melod* OR auditory OR acoustic* OR listen* OR pitch OR 

fundamental frequency OR frequency OR intensity 

Music OR pitch OR auditory OR acoustic* 

2.2.2. Study selection and eligibility criteria 

 The inclusion criteria of the review required studies that: 

1. included an ASD group with mean IQ ≥ 70 and a sample size ≥ 2. The ASD diagnosis 

encompassed terms including ASD, autism, Asperger’s syndrome, and pervasive 

developmental disorder-not otherwise specified (PDD-NOS), depending on the 

diagnostic tools/scales used in the studies.  

2. included a NT control group for comparison.  

3. implemented an emotion recognition paradigm.  

4. used stimuli that conveyed emotions through human faces, nonhuman faces, speech 

prosody, or music.  

5. included an objective measure of unimodal emotion recognition accuracy or response 

time. 

6. provided summary statistics (i.e., means and standard deviations) of each group or 

inferential statistics (i.e., t, F, or z statistics) of group difference for at least one of the 
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six basic emotions (anger, fear, happiness, sadness, disgust, and surprise), or for an 

overall composite with all six emotions combined. In cases where data were not present 

in eligible studies (e.g., due to reporting styles), first and/or corresponding authors were 

contacted in an attempt to obtain sufficient information to calculate effect sizes. If this 

information was not obtained upon two request attempts, studies were excluded from 

this review and analysis. 

7. published in English and in peer-reviewed journals. This criterion was set because (a) 

professional translators are needed for review teams to include non-English-language 

studies (Neimann Rasmussen & Montgomery, 2018), which requires extra costs and 

resources, given that translation software such as Google Translate produces uneven 

accuracy across different languages (Aiken, 2019); (b) there is no evidence of a 

language bias regarding effect estimates or conclusions in meta-analyses relying 

exclusively on English-language studies (Dobrescu et al., 2021; Morrison et al., 2012); 

(c) to limit the present review to a structured and replicable database search, as there is 

currently no “gold standard” for systematic search of grey literature (Adams et al., 

2016; Paez, 2017). The inclusion of grey literature in systematic reviews has been a 

subject of debate. While its benefits include providing a more complete view of 

available evidence in a broader context, the inclusion of data from unpublished studies 

itself has also been suggested to introduce bias (e.g., due to their possibly lower 

methodological quality, more favourable results being provided more readily upon 

request; Sterne et al., 2011). The inclusion of grey literature has also been shown to 

represent only a small proportion of included studies and rarely impact results and 

conclusions of reviews (Hartling et al., 2017; Schmucker et al., 2017). Nevertheless, 

publication bias can pose a threat to the validity of any reviews and will, thus, be 

assessed in the present study (see Section 2.3.5). 
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All citations retrieved from the searches were imported into EndNote X8 (Clarivate 

Analytics, 2016). The resulting set was screened for eligibility against inclusion criteria using 

a three-stage process of reviewing the titles, followed by abstracts, and full-texts. Each stage 

involved two review authors (FYNL and CD/AV/JO) independently screening the retrieved 

items. To ensure rigour, a random 25% of the total sample of all titles, abstracts, and full texts 

were doubly and independently screened by two review authors. Any disagreement over the 

eligibility of particular studies was resolved through discussion by all review authors.  

2.2.3. Data extraction 

The data of full texts were extracted independently by four review authors (FYNL, CD, 

JO, and CZ). A random 10% of studies were doubly extracted by FYNL and CD to ensure 

accuracy of the data extracted. The predefined data extraction form included items of study 

setting, study characteristics, intellectual level of participants, diagnostic instruments, group 

matching procedures, type of task, stimulus type and domain, emotions assessed, and the study 

results. With regards to studies that included stimuli with more than one intensity level, the 

most prototypical and well-validated stimuli presented at the highest intensity were extracted. 

One study included stimuli with two different presentation durations (2000ms vs. 50ms; 

Otsuka, Uono, Yoshimura, Zhao, & Toichi, 2017), and only the data with the 2000ms 

presentation time were extracted. This was to ensure greater homogeneity of the data extracted 

across studies, since most studies used a presentation time greater than 50ms. The accuracy 

and response time results were extracted based on summary statistics (i.e., means and standard 

deviations) of each group or inferential statistics (i.e., t, F, or z statistics) of group difference 

in terms of performance on each individual emotion assessed (i.e., anger, fear, happiness, 

sadness, disgust, and/or surprise) and/or performance across all six emotions (i.e., the 

composite). Studies with multiple tasks, domains, and emotions were extracted as individual 
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datasets (e.g., 1. verbal, face, angry; 2. verbal, face, fearful; 3. verbal, speech, angry; 4. verbal, 

speech, fearful) for separate analyses, as outlined in Section 2.2.5. 

2.2.4. Quality assessment 

The Critical Appraisal Skills Programme (CASP, 2017) tool was used to assess the 

methodological quality and the overall risk of bias of all included studies. The CASP tool is an 

accessible and commonly used critical appraisal tool in systematic review (e.g., Tosto et al., 

2015; Westwood et al., 2016) and comprises seven checklists to guide the appraisal process in 

a consistent and systematic way for different types of evidence. The CASP checklist for case-

control studies was specifically chosen given its suitability for evaluating the included studies 

of this review, which followed a case-control research design (i.e., studies must have included 

an ASD group and a NT control group as outlined in Section 2.2.2). A score was assigned for 

each criterion on the checklist using a three-point rating system developed by Duggleby et al. 

(2010). A score of 1 point denotes a high risk of bias and is given to papers that provide little 

to no justification for a particular issue; 2 points, a moderate risk of bias where the issue was 

addressed somewhat but not fully elaborated; 3 points, a low risk of bias with issues concerned 

being extensively justified and explained. Additional prompts were further adapted for criteria 

3 (relating to diagnostic instruments used), 4 (relating to matching procedures), 7 (relating to 

the reporting of effect sizes), 8 (relating to the reporting of p-values), and 10 (relating to the 

generalisability in terms of sample demographics) by the review team to optimise objectivity 

in the quality assessment (see Appendix B). The quality assessment was performed by four 

review authors (FYNL, CD, JO, and CZ), with a random 10% of studies doubly assessed by 

FYNL and CD. Any discrepancies over were discussed and resolved among the team. The 

CASP scores were not used as a means of excluding papers but to provide indications of the 

quality across the included studies, as well as on the collective research evidence. 
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2.2.5. Analysis plan 

The main meta-analyses were conducted on the 14 sets of effect sizes for accuracy and 

response time (seven each) separately, in order to examine group differences in emotion 

recognition for anger, fear, happiness, sadness, disgust, surprise, and the composite. All 

analyses were performed in R (RStudio Team, 2018). The standardised mean difference (SMD) 

was computed as the overall pooled effect for each dataset using the compute.es package 

(Deeks et al., 2001; Del Re, 2013). SMDs (given as Hedges’ g) and their corresponding 

sampling variances for each dataset were calculated from summary statistics (Hedges, 1981). 

In cases where non-positive sampling variances (i.e., 0) were reported, datasets were omitted 

from the meta-analysis (Deeks et al., 2019; Vesterinen et al., 2014).  

Random-effects models were run to analyse the SMDs from individual datasets and to 

compute the estimated pooled SMD together with its 95% confidence interval (CI) using the 

metafor package in R (Viechtbauer, 2010). The greater the magnitude of the pooled SMD, the 

larger the difference in effect between the ASD and NT groups. An SMD < 0.40 was interpreted 

as a small effect size, 0.40-0.70 as moderate, and > 0.70 as large (Schünemann et al., 2019). 

Statistical heterogeneity was quantified using the I2 statistic (Higgins et al., 2003) and the 95% 

prediction interval (PI; or “plausible value interval”) of the estimated pooled SMD (IntHout et 

al., 2016; Spineli & Pandis, 2020). Values of I2 were classified as < 50% (low; possibly 

unimportant) and ≥ 50% (high; considerable concern). Since I2 is not an absolute indicator of 

heterogeneity (Borenstein et al., 2017), prediction intervals were also included, which estimate 

heterogeneity by providing the expected ranges of true effects in future similar studies (IntHout 

et al., 2016; Spineli & Pandis, 2020). 

As there were often multiple datasets per study, the count of studies was referred to as 

k and the count of datasets as N. For multiple datasets in each study, the following prioritisation 

criteria were employed in the main meta-analyses so that effect sizes would not be computed 
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multiple times based on data from the same sample: (a) where the same group of participants 

were tested on multiple domains, human faces were prioritised, followed by speech prosody, 

nonhuman faces and music; (b) in cases where multiple tasks were reported, priority was given 

to verbal over nonverbal tasks, and labelling over discrimination, matching and detection tasks; 

and (c) where multiple NT groups were present, priority was given to the NT group matched 

with the ASD group on chronological age and full-scale IQ (if available), followed by verbal 

mental age (or verbal IQ; if available) and performance mental age (or nonverbal IQ; if 

available). These prioritisation criteria were chosen in order to reduce heterogeneity of the data 

analysed in the main meta-analyses, since the majority of the included studies matched groups 

on chronological age and full-scale IQ and examined facial emotion recognition using verbal 

labelling tasks. 

To establish the significance of plausible moderating factors in emotion recognition, a 

series of planned subgroup analyses and meta-regressions was conducted as guided by previous 

literature. Planned subgroup analyses for each emotion were conducted based on domain 

(human face, nonhuman face, speech prosody, and music) and task demand (verbal and 

nonverbal). Following the computation of the pooled SMDs for each subgroup, effect sizes 

were compared to determine differences between subgroups using the Cochran’s Q test 

(Borenstein & Higgins, 2013; Çoğaltay & Karadağ, 2015). To examine the moderating effects 

of age and full-scale IQ, verbal IQ, nonverbal IQ on group differences for each emotion, 

univariate meta-regressions were conducted to assess whether there were significant 

associations between each of these moderators and performance accuracy (S. G. Thompson & 

Higgins, 2002) when sufficient data were available (e.g., ≥10 studies for meta-regressions; 

Deeks et al., 2019).  

We performed sensitivity analyses to test the robustness of the main meta-analysis 

results on accuracy, by including only studies meeting specific quality standards, i.e., those that 



 61 

had undertaken full-scale, verbal, and/or nonverbal IQ matching. Specifically, sensitivity 

analyses were first performed to assess the impact of IQ matching following the removal of 

datasets that did not undertake full-scale IQ matching, nonverbal IQ matching, and verbal IQ 

matching (on verbal tasks only, given that verbal IQ has been proposed to be an important 

contributor to performance on tasks requiring explicit verbal knowledge in ASD as discussed 

earlier). Results obtained from the sensitivity analyses were subsequently compared against the 

results of the main meta-analyses in order to assess the sustainability of the results after 

focusing on datasets with more controlled study designs. Moreover, through informal 

comparisons between the results of the main meta-analyses and sensitivity analyses, whether 

the pooled SMDs and heterogeneity were strengthened or weakened following exclusion of 

datasets aforementioned was evaluated. In addition, to test the impact of IQ matching on the 

robustness of the results of the full-scale IQ, verbal IQ, and nonverbal IQ moderator analyses, 

further sensitivity analyses were performed following the removal of datasets that did not 

undertake full-scale, verbal, and nonverbal IQ matching, respectively. 

Publication bias (Easterbrook et al., 1991) was assessed with funnel plots and the 

Egger’s test of funnel plot asymmetry (Egger et al., 1997; Page et al., 2019). Trim-and-fill 

analyses using the R0 estimator were conducted to establish how each respective mean effect 

size would change if any identified bias were to be removed (Duval & Tweedie, 2000), in 

addition to test of the null hypothesis that the number of missing studies is zero (Duval, 2005) 
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2.3. Results 

2.3.1. Study characteristics 

 

Figure 2. 1. Study selection process. PRISMA diagram of the combined initial and update 
literature search and screening process. 

Figure 2.1 shows the PRISMA flowchart of the study selection process. A total of 72 

papers with 1868 ASD and 2232 NT participants were included (see Table 2.3 for a summary 

of study/participant characteristics). Table 2.4 provides a detailed summary of the included 

studies. One paper (Fridenson-Hayo et al., 2016) reported results from three separate 

international sites that all met the inclusion criteria and were therefore considered to be three 

independent samples in the meta-analysis. This resulted in a total of 74 studies and 332 unique 

datasets: 73 studies contributed 259 unique accuracy datasets and 27 studies contributed 73 

unique response time datasets for the main meta-analyses (see Appendix A for a full reference 

list of the included studies). 
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Table 2. 3. Characteristics of the 72 studies included in the meta-analysis separated by age 
groups. 

Note. Studies reporting IQ scaled scores (Akechi et al, 2009, 2010; Davidson, Hilvert, Misiunaite, Kerby, & Giordano, 2019; Fridenson-Hayo et al., 2016; Stewart, 
McAdam, Ota, Peppé, & Cleland, 2013; Taylor, Maybery, Grayndler, & Whitehouse, 2015; Tell, Davidson, & Camras, 2014) or raw scores (Griffiths et al., 2017; 
Wallace, Coleman, & Bailey, 2008) instead of standardised scores were not included in this table

  ASD  NT 

  N Mean (SD) Min Max  N Mean (SD) Min Max 

Child 

 Study sample size 42 26.98 (22.70) 10 114  42 34.59 (40.07) 12 220 

 Age 42 11.46 (2.85) 5.09 17.30  42 11.22 (2.94) 4.94 16.90 

 Male (%) 42 83.81 (10.53) 51.43 100.00  42 72.16 (16.45) 40.00 100.00 

 Verbal IQ 16 103.57 (7.21) 91.72 115.80  14 109.49 (6.25) 95.92 117.60 

 Performance IQ 12 103.78 (4.29) 97.20 112.50  11 107.59 (4.32) 100.56 113.17 

 Full-scale IQ 26 103.56 (5.09) 93.89 111.00  24 107.55 (4.53) 98.50 116.20 

Adult 

 Study sample size 30 22.70 (9.92) 5 46  30 23.67 (10.98) 5 53 

 Age 30 27.72 (6.62) 17.60 44.86  30 27.57 (5.84) 18.00 39.89 

 Male (%) 29 78.89 (19.65) 0.00 100.00  29 72.51 (22.92) 0.00 100.00 

 Verbal IQ 15 109.14 (5.01) 98.20 117.00  12 111.05 (4.06) 104.10 118.80 

 Performance IQ 15 104.80 (9.53) 86.50 128.47  12 111.16 (6.69) 98.00 126.40 

 

 
Full-scale IQ 23 107.92 (5.28) 100.75 119.90  18 111.21 (4.31) 100.56 117.40 
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Table 2. 4. Summary of included studies on emotion recognition in ASD. * indicates datasets included in the main analyses. - indicates information 
that was not available. X indicates unused datasets due to prioritisation and non-positive sampling variances. 

Row Study 
Number 

(males) 

Diagnostic 

instrument 

Mean age in 

years 

(SD/range) 

IQ mean (SD/range) 
Number 

(males) 

Matching 

procedure 

Mean age in 

years (SD 

range) 

IQ mean (SD range) 
Domain 

(Subdomain) 
Type Stimuli Emotions 

Mean 

accuracy 

ASD (SD) 

Mean 

accuracy 

control (SD) 

1 
Akechi et al. 

(2009) 
14 (10) ASQ-J 12.10 (2.00) 

FSIQ: 98.90 (16.10) 

VIQ: 10.50 (3.10) 

NVIQ: 9.10 (3.00) 

14 (10) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

11.90 (1.90) 

FSIQ: 101.30 (12.80) 

VIQ: 11.40 (2.40) 

NVIQ: 9.10 (2.90) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Ekman facial affect 

set 

Angry 

Fearful 
- - 

2* 
Akechi et al 

(2010) 
14 (10) ASQ-J 13.70 (2.30) 

FSIQ: 96.80 (16.80) 

VIQ: 9.40 (3.40) 

NVIQ: 9.60 (2.70) 

14 (8) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

12.30 (2.10) 

FSIQ: 104.10 (8.10) 

VIQ: 11.10 (2.90) 

NVIQ: 10.20 (2.30) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Ekman facial affect 

set 

Angry 

Fearful 

0.88 (0.16) 

0.81 (0.14) 

0.95 (0.09) 

0.85 (0.11) 

3* 
Baker 

(2010) 
19 (13) 

ADI-R; 

ADOS; 

ASDS 

12.80 (1.47) FSIQ: - (85-115) 19 (13) 
Age 

Gender 
12.20 (1.43) - 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Nonsense passages 

with prosodic 

patterns implying 

different emotions 

Angry 

Happy 

Sad 

0.70 (0.22) 

0.78 (0.20) 

0.73 (0.24) 

0.67 (0.21) 

0.84 (0.15) 

0.75 (0.14) 

4* 
Bast et al. 

(2019) 
23 (18) 

ADI-R; 

ADOS 
15.90 (2.80) 

FSIQ: 100.00 (16.10) 

VIQ: 102.40 (16.60) 

NVIQ: 02.70 (18.40) 

24 (19) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

15.80 (2.40) 

FSIQ: 108/60 (14.40) 

VIQ: 103.30 (13.90) 

NVIQ: 110.80 (13.80) 

Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Videos from the 

Movie for the 

Assessment of 

Social Cognition 

(Dziobek et al., 

2006) 

Angry 

Fearful 

Happy 

0.39 (0.49) 

0.59 (0.50) 

0.50 (0.51) 

0.66 (0.48) 

0.92 (0.28) 

0.67 (0.48) 
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5* 
Berggren et 

al. (2016) 
35 (18) 

ADOS; 

ICD-10 
11.60 (1.80) FSIQ: 103.80 (11.90) 32 (18) 

Age 

Gender 

FSIQ 

11.70 (1.80) FSIQ: 102.90 (8.50) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Black and white 

photographs from 

the Frankfurt Test 

for Facial Affect 

Recognition 

(Swedish version; 

Bölte et al. 2002) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

3.80 (1.80) 

3.70 (1.80) 

8.20 (1.40) 

5.40 (1.60) 

4.20 (1.50) 

4.70 (1.80) 

4.60 (1.90) 

4.90 (2.20) 

9.80 (1.30) 

5.30 (1.30) 

4.60 (1.00) 

5.40 (1.80) 

6* 
Boggs et al. 

(2010) 
17 (15) 

ADI-R; 

DSM-IV-TR 
15.47 (2.38) 

FSIQ: 105.94 (10.12) 

VIQ: 105.35 99.71) 
17 (15) 

Age 

Gender 

FSIQ 

VIQ 

 

15.12 (2.15) 
FSIQ: 108.41 (10.06) 

VIQ: 108.59 (9.64) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs of 

four females 

expressing the 

different emotions 

Angry 

Fearful 

Happy 

Sad 

Surprise 

0.90 (0.18) 

0.49 (0.23) 

0.99 (0.06) 

0.94 (0.14) 

0.91 (0.15) 

0.96 (0.13) 

0.54 (0.24) 

1.00 (0) 

0.96 (0.1) 

0.91 (0.15) 

7* 
Boucher et 

al. (2000) 
19 (16) DSM-IV 9.58 (1.00) - 19 (10) 

Age 

Gender 

FSIQ 

6.33 (0.80) - 
Speech prosody 

(excerpt) 

Verbal 

(free-choice 

labelling) 

Audio tapes of a 

woman reciting the 

days of the week or 

months of the year 

in each of the 

emotions 

Overall 13.50 (7.79) 13.05 (1.84) 

8a* 
Brennand et 

al. (2011) 
15 (14) - 14.50 (2.70) VIQ: 92.50 (21.70) 15 (12) Age 13.30 (1.67) VIQ: 117.60 (13.60) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Psuedo sentences 

consisting of 

phonemes and 

phonotactics 

common in 

European 

languages that 

elicited different 

emotions by 

German actors 

X Angry 

X Fearful 

X Happy 

X Sad 

55.00 (19.36) 

40.80 (19.36) 

30.80 (15.88) 

47.50 (17.82) 

58.30 (19.36) 

53.30 (19.36) 

45.00 (15.88) 

50.00 (17.82) 
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8b 
Brennand et 

al. (2011) 
15 (14) - 14.50 (2.70) VIQ: 92.50 (21.70) 32 (28) Not matched - - 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Psuedo sentences 

consisting of 

phonemes and 

phonotactics 

common in 

European 

languages that 

elicited different 

emotions by 

German actors 

Angry 

Fearful 

Happy 

Sad 

55.00 (19.36) 

40.80 (19.36) 

30.80 (15.88) 

47.50 (17.82) 

65.20 (19.80) 

48.00 (19.23) 

48.00 (15.84) 

65.20 (19.80) 

9a* 
Brewer et 

al. (2016) 
14 (13) 

ADOS; 

AQ 
44.86 (13.06) - 13 (13) 

Gender 

FSIQ 
31.62 (9.66) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial stimuli 

posed by male 

control participants 

under the standard 

condition of the 

production task 

(i.e. free 

production) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

0.31 (0.18) 

0.24 (0.16) 

0.9 (0.12) 

0.49 (0.14) 

0.47 (0.14) 

0.41 (0.15) 

0.57 (0.25) 

0.28 (0.18) 

0.88 (0.17) 

0.44 (0.1) 

0.53 (0.21) 

0.44 (0.16) 

9b 
Brewer et 

al. (2016) 
14 (13) 

ADOS; 

AQ 
44.86 (13.06) - 13 (13) 

Gender 

FSIQ 
31.62 (9.66) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial stimuli 

posed by male 

control participants 

under the 

communicate 

condition of the 

production task 

(i.e. experimenter 

guessed the posers’ 

expressed 

emotions) 

X Angry 

X Fearful 

X Happy 

X Sad 

X Disgust 

X Surprise 

0.38 (0.24) 

0.29 (0.13) 

0.84 (0.13) 

0.54 (0.21) 

0.64 (0.14) 

0.54 (0.14) 

0.61 (0.22) 

0.42 (0.25) 

0.82 (0.2) 

0.46 (0.18) 

0.55 (0.15) 

0.52 (0.20) 
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9c 
Brewer et 

al. (2016) 
14 (13) 

ADOS; 

AQ 
44.86 (13.06) - 13 (13) 

Gender 

FSIQ 
31.62 (9.66) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial stimuli 

posed by male 

control participants 

under the mirror 

condition of the 

production task 

(i.e. production 

while watching 

own expressions in 

a camera) 

X Angry 

X Fearful 

X Happy 

X Sad 

X Disgust 

X Surprise 

0.34 (0.19) 

0.34 (0.21) 

0.93 (0.11) 

0.53 (0.19) 

0.41 (0.11) 

0.62 (0.19) 

0.64 (0.27) 

0.45 (0.26) 

0.85 (0.18) 

0.53 (0.19) 

0.50 (0.24) 

0.55 (0.21) 

10 
Campbell et 

al. (2006) 
13 (11) ICD-10 13.16 (1.75) VIQ: 96.07 (17.86) 13 (11) 

Age 

Gender 

VIQ 

13.32 (2.08) VIQ: 95.92 (16.41) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

The Ekman-Friesen 

Test of Affect 

Recognition 

Overall 71.39 (10.2) 80.69 (10.65) 

11* 
Ciaramidaro 

et al. (2018) 
33 (31) 

ADI-R; 

ADOS; 

ICD-10 

18.76 (4.98) NVIQ: 105.82 (13.75) 25 (21) 
Gender 

VIQ 
19.86 (3.45) 

FSIQ: 109.00 (12.55) 

NVIQ: 109.00 (12.55) 

Human faces 

(static) 

Verbal 

(discrimination) 

Photographs from 

the Karolinska 

Directed Emotional 

Faces 

Angry 

Fearful 

26.60 (3.18) 

- 

28.76 (2.33) 

- 

12* 
Corden et 

al. (2008) 
18 (13) ADOS 32.90 (13.35) 

FSIQ: 119.90 (11.10) 

VIQ: 116.30 (9.14) 

NVIQ: 117.10 (14.56) 

17 (13) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

31.90 (11.30) 

FSIQ: 117.40 (8.26) 

VIQ: 115.10 (8.37) 

NVIQ: 115.90 (8.87) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Halftone images of 

emotionally 

expressive faces 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

8.50 (1.34) 

7.50 (1.41) 

9.90 (0.24) 

7.70 (1.19) 

6.60 (2.57) 

8.40 (2.20) 

8.70 (1.10) 

8.80 (1.33) 

10.00 (0) 

8.20 (1.25) 

8.10 (2.26) 

8.80 (1.29) 

13* 
Couture et 

al. (2010) 
36 (29) ADI-R 20.90 (5.70) FSIQ: 101.20 (17.80) 41 (34) 

Age 

Gender 

FSIQ 

22.90 (5.60) FSIQ: 109.40 (15.10) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs of 

movie stills 

(Adolphs & Tranel, 

2003) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

0.52 (0.24) 

0.62 (0.19) 

- 

0.69 (0.27) 

- 

- 

0.67 (0.19) 

0.62 (0.17) 

- 

0.80 (0.19) 

- 

- 
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14a* 
Davidson et 

al. (2019) 
23 (19) - 11.08 (1.75) 

FSIQ: 97.00 (16.30) 

VIQ: 46.00 (13.30) 

NVIQ: 49.00 (13.10) 

23 (19) 

Age 

Gender 

NVIQ 

11.50 (2.08) 

FSIQ: 107.50 (10.50) 

VIQ: 58.00 (8.00) 

NVIQ: 50.10 (6.20) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the NimStim Face 

Stimulus Set 

Angry 

Fearful 

Happy 

Sad 

0.91 (0.28) 

0.54 (0.49) 

0.63 (0.49) 

0.60 (0.37) 

0.94 (0.25) 

0.52 (0.49) 

0.76 (0.43) 

0.90 (0.38) 

14b 
Davidson et 

al. (2019) 
23 (19) - 11.08 (1.75) 

FSIQ: 97.00 (16.30) 

VIQ: 46.00 (13.30) 

NVIQ: 49.00 (13.10) 

23 (19) 

Age 

Gender 

NVIQ 

11.50 (2.08) 

FSIQ: 107.50 (10.50) 

VIQ: 58.00 (8.00) 

NVIQ: 50.10 (6.20) 

Non-human 

faces (static) 

Verbal 

(forced-choice 

labelling) 

Canine faces from 

the internet 

Angry 

Fearful 

Happy 

Sad 

0.80 (0.24) 

0.68 (0.29) 

0.89 (0.29) 

0.82 (0.32) 

0.83 (0.24) 

0.70 (0.39) 

0.89 (0.21) 

0.78 (0.22) 

15* 
Doi et al. 

(2013) 
20 (20) 

AQ-J; 

DSM-IV 
32.10 (7.30) 

FSIQ: 104.20 (15.30) 

VIQ: 109.90 (15.50) 

NVIQ: 92.70 (19.90) 

20 (20) 

Age 

Gender 

FSIQ 

VIQ 

33.50 (4.70) 

FSIQ: 107.20 (13.90) 

VIQ: 104.10 (13.80) 

NVIQ: 109.90 (12.40) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial photographs 

at from the ATR 

DB99 and ATR-

Promotions 

database 

Angry 

Happy 

Sad 

80.80 (17.90) 

87.90 (15.70) 

84.40 (19.60) 

91.20 (7.20) 

91.30 (5.70) 

90.50 (7.50) 

15b 
Doi et al. 

(2013) 
20 (20) 

AQ-J; 

DSM-IV 
32.10 (7.30) 

FSIQ: 104.20 (15.30) 

VIQ: 109.90 (15.50) 

NVIQ: 92.70 (19.90) 

20 (20) 

Age 

Gender 

FSIQ 

VIQ 

33.50 (4.70) 

FSIQ: 107.20 (13.90) 

VIQ: 104.10 (13.80) 

NVIQ: 109.90 (12.40) 

Speech prosody 

(utterance) 

Verbal 

(forced-choice 

labelling) 

Spoken words 

uttering a common 

family name in 

Japan in different 

emotions 

Angry 

Happy 

Sad 

90.80 (16.60) 

53.30 (30.90) 

87.50 (14.20) 

88.80 (18.90) 

85.00 (17.00) 

92.50 (11.80) 

16* 
Eack et al. 

(2015) 
45 (40) ADOS 24.64 (5.72) FSIQ: 112.60 (15.74) 30 (22) 

Age 

Gender 
26.40 (5.80) FSIQ: 105.53 (7.01) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Penn Emotion 

Recognition Test – 

40 (Kohler et al. 

2003) 

Angry 

Fearful 

Happy 

Sad 

4.90 (1.55) 

6.59 (1.64) 

7.37 (0.68) 

6.04 (1.70) 

5.18 (1.3) 

7.22 (1.05) 

7.91 (0.31) 

6.77 (1.14) 

17* 
Evers et al. 

(2014) 
22 (22) 

ADI-R; 

DSM-IV-TR 
7.85 (0.88) FSIQ: 94.36 (11.93) 22(22) 

Age 

Gender 

FSIQ 

7.95 (0.68) FSIQ: 98.50 (7.78) 
Human Faces 

(static) 

Verbal 

(forced-choice 

labelling) 

California Facial 

Expressions 

Database 

Angry 

Fearful 

Happy 

Sad 

0.71 (0.22) 

0.76 (0.21) 

0.92 (0.11) 

0.52 (0.23) 

0.67 (0.26) 

0.75 (0.21) 

0.98 (0.04) 

0.56 (0.26) 

18* 
Fink et al. 

(2014) 
114 (76) DSM-IV 10.65 (1.23) VIQ: 103.58 (14.440 145 (94) 

Age 

Gender 
10.32 (1.32) VIQ: 110.56 (15.78) 

Human Faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the Karolinska 

Directed Emotional 

Faces 

Angry 

Fearful 

Happy 

Sad 

3.43 (0.86) 

2.79 (0.91) 

3.71 (0.78) 

2.40 (1.04) 

3.52 (0.78) 

2.94 (0.68) 

3.76 (0.52) 

2.69 (1.00) 
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19a* 

Fridenson-

Hayo et al. 

(2016) 

20 (18) 

 

ADOS-2; 

DSM-IV-

TR; 

ICD-10 

7.45 (1.31) 

VIQ: 11.15 (4.26) 

NVIQ: 12.50 (2.96) 

 

22 (19) 

Age 

Gender 

VIQ 

NVIQ 

7.50 (1.47) 
VIQ: 11.82 (2.99) 

NVIQ: 11.55 (2.30) 

Human faces 

(Dynamic) 

Verbal 

(forced-choice 

labelling) 

Video clips from 

Mindreading 
Overall 0.70 (0.18) 0.86 (0.12) 

19b* 

Fridenson-

Hayo et al. 

(2016) 

16 (15) 

ADOS-2; 

DSM-IV-

TR; 

ICD-10 

8.58 (1.03) 
VIQ: 11.38 (3.56) 

NVIQ: 11.44 (2.48) 
18 (13) 

Age 

Gender 

VIQ 

NVIQ 

7.80 (1.42) 
VIQ: 12.22 (2.71) 

NVIQ: 9.72 (3.12) 

Human faces 

(Dynamic) 

Verbal 

(forced-choice 

labelling) 

Video clips from 

Mindreading 

emotions obtained 

from the 

Mindreading 

database 

Overall 0.69 (0.14) 0.84 (0.13) 

19c* 

Fridenson-

Hayo et al. 

(2016) 

19 (15) 

ADOS-2; 

DSM-IV-

TR; 

ICD-10 

6.97 (1.03) 
VIQ: 9.05 (1.90) 

NVIQ: 11.00 (2.79) 
18 (15) 

Age 

Gender 

VIQ 

NVIQ 

7.36 (1.20) 
VIQ: 10.11 (1.76) 

NVIQ: 11.83 (2.70) 

Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Video clips from 

Mindreading 
Overall 0.74 (0.13) 0.74 (0.12) 

19d 

Fridenson-

Hayo et al. 

(2016) 

20 (18) 

ADOS-2; 

DSM-IV-

TR; 

ICD-10 

7.45 (1.31) 
VIQ: 11.15 (4.26) 

NVIQ: 12.50 (2.96) 
22 (19) 

Age 

Gender 

VIQ 

NVIQ 

7.50 (1.47) 
VIQ: 11.82 (2.99) 

NVIQ: 11.55 (2.30) 

Speech Prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Audio clips from 

The EU-Emotion 

Stimulus Set 

Overall 0.68 (0.22) 0.73 (0.13) 

19e 

Fridenson-

Hayo et al. 

(2016) 

16 (15) 

ADOS-2; 

DSM-IV-

TR; 

ICD-10 

8.58 (1.03) 
VIQ: 11.38 (3.56) 

NVIQ: 11.44 (2.48) 
18 (13) 

Age 

Gender 

VIQ 

NVIQ 

7.80 (1.42) 
VIQ: 12.22 (2.71) 

NVIQ: 9.72 (3.12) 

Speech Prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Audio clips from 

The EU-Emotion 

Stimulus Set 

Overall 0.64 (0.14) 0.74 (0.16) 

19f 

Fridenson-

Hayo et al. 

(2016) 

19 (15) 

ADOS-2; 

DSM-IV-

TR; 

ICD-10; 

6.97 (1.03) 
VIQ: 9.05 (1.90) 

NVIQ: 11.00 (2.79) 
18 (15) 

Age 

Gender 

VIQ 

NVIQ 

7.36 (1.21) 
VIQ: 10.11 (1.76) 

NVIQ: 11.83 (2.70) 

Speech Prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Audio clips from 

The EU-Emotion 

Stimulus Set 

Overall 0.69 (0.13) 0.69 (0.13) 
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20a* 
Griemel et 

al. (2014) 
38 (38) 

ADI-R; 

ADOS; 

DSM-IV; 

ICD-10 

21.10 (9.50) FSIQ: 107.70 (13.20) 37 (37) 

Age 

Gender 

FSIQ 

20.60 (7.00) FSIQ: 113.00 (10.20) 
Human faces 

(static) 

Nonverbal 

(discrimination) 

Identification of 

Facial Emotion 

task from the 

Amsterdam 

Neuropsychologica

l Task battery (De 

Sonneville. 2001) 

Angry 

Fearful 

Happy 

Sad 

5.58 (4.50) 

4.00 (3.04) 

1.53 (1.96) 

8.21 (5.52) 

2.46 (2.27) 

1.89 (2.11) 

1.00 (1.08) 

4.95 (3.53) 

20b 
Griemel et 

al. (2013) 
38 (38) 

ADI-R; 

ADOS; 

DSM-IV; 

ICD-10 

21.10 (9.50) FSIQ: 107.70 (13.20) 18(18) 
Gender 

FSIQ 
10.5 (1.3) FSIQ: 111.7 (15.6) 

Human faces 

(static) 

Nonverbal 

(discrimination) 

Identification of 

Facial Emotion 

task from the 

Amsterdam 

Neuropsychologica

l Task battery (De 

Sonneville. 2001) 

X Angry 

X Fearful 

X Happy 

X Sad 

5.58 (4.50) 

4.00 (3.04) 

1.53 (1.96) 

8.21 (5.52) 

6.28 (3.86) 

4.39 (2.62) 

1.11 (1.08) 

9.72 (4.88) 

21* 
Griffiths et 

al. (2017) 
66 (58) - 11.24 (2.91) 

VIQ: 127.14 (24.26) 

NVIQ: 37.08 (11.61) 
70 (35) 

Age 

VIQ 

NVIQ 

11.24 (2.49) 
VIQ: 135.17 (24.99) 

NVIQ: 40.16 (9.72) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Ekman facial affect 

set 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

0.60 (0.29) 

0.46 (0.31) 

0.81 (0.24) 

0.70 (0.27) 

0.49 (0.32) 

0.58 (0.28) 

0.61 (0.31) 

0.7 (0.25) 

0.44 (0.32) 

0.87 (0.18) 

0.8 (0.23) 

0.68 (0.26) 

0.63 (0.26) 

0.69 (0.29) 

22* 
Grossman et 

al. (2000) 
13 (13) ICD-10 11.80 (3.27) 

FSIQ: 106.40 (18.42) 

VIQ: 115.80 (15.63) 

NVIQ: 97.20 (21.59) 

13 (12) 

Age 

FSIQ 

VIQ 

11.50 (1.90) 

FSIQ: 116.20 (12.75) 

VIQ: 115.00 (11.92) 

NVIQ: 111.80 (14.22) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Ekman facial affect 

set 

Angry 

Fearful 

Happy 

Sad 

Surprise 

0.75 (0.29) 

0.48 (0.31) 

0.96 (0.09) 

0.81 (0.23) 

0.75 (0.31) 

0.89 (0.17) 

0.50 (0.23) 

1.00 (0) 

0.87 (0.17) 

0.89 (0.17) 

23* 
He et al. 

(2019) 
21 (17) DSM-5 5.09 (0.95) - 21 (17) 

Age 

Gender 
4.94 (0.90) - 

Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Short film scenes 

from CASIA 

Chinese Natural 

Emotional Audio-

Visual Database 

Happy 

Sad 

t = -2.52 

t = -3.44 

p = .021 

p = .003 
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24* 
Heaton et al. 

(2012) 
20 (15) 

AQ; 

DSM 
33.70 (12.77) 

FSIQ: 109.10 (18.43) 

VIQ: 106.40 (17.45) 

NVIQ: 109.50 (17.95) 

20 (15) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

33.60 (12.06) 

FSIQ: 109.50 (15.11) 

VIQ: 109.00 (12.84) 

NVIQ: 105.15 (12.89) 

Speech prosody 

(utterance) 

Verbal 

(forced-choice 

labelling) 

Vocal recordings 

of four actors 

expressing the 

different emotions 

verbally 

Overall 60.42 (9.78) 85.16 (8.92) 

25* 
Heikkinen 

et al (2010) 
12 (9) 

ADI-R; 

ADOS-G; 

ICD-10 

14.50 (-) 
VIQ: 107.00 (-) 

NVIQ: 105.00 (-) 
15 (8) Age 14.30 (-) - 

Speech prosody 

(excerpt) 

Verbal 

(forced-choice 

labelling) 

Emotional speech 

data in Finnish 

from the 

MediaTeam, 

University of 

Oulu’s emotional 

speech corpus 

database 

Angry 

Happy 

Sad 

13.08 (2.28) 

16.58 (1.68) 

15.17 (2.21) 

13.67 (2.47) 

17.07 (1.28) 

16.40 (1.12) 

26* 
Hubbard et 

al. (2017) 
22 (20) 

ADOS; 

DSM-IV; 

DSM-5 

25.91 (5.34) FSIQ: 111.32 (11.20) 30 (10) Not matched 22.53 (7.37) - 
Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Phrases portraying 

each of the 

emotions recorded 

by NT talkers 

during the 

production task 

Angry 

Happy 

Sad 

0.50 (0.16) 

0.29 (0.15) 

0.37 (0.20) 

0.49 (0.18) 

0.42 (0.14) 

0.39 (0.20) 

27a* 
Isomura et 

al. (2014) 
20 (15) 

AQ-J; 

DSM-IV; 

ICD-10 

9.02 (0.98) FSIQ: 102.60 (16.00) 23 (12) 
Age 

FSIQ 
9.06 (1.21) FSIQ: 105.50 (13.70) 

Non-human 

faces (static) 

Nonverbal 

(detection) 

Schematic pictures 

of 1 target and 2 

distractors drawn 

in black against a 

white background 

Angry 

Happy 

97.50 (6.10) 

95.90 (7.50) 

99.30 (2.40) 

98.00 (3.80) 

27b 
Isomura et 

al. (2014) 
20 (15) 

AQ-J; 

DSM-IV; 

ICD-10 

9.02 (0.98) FSIQ: 102.60 (16.00) 23 (12) 
Age 

FSIQ 
9.06 (1.21) FSIQ: 105.50 (13.70) 

Non-human 

faces (static) 

Nonverbal 

(detection) 

Schematic pictures 

of 1 target and 5 

distractors drawn 

in black against a 

white background 

X Angry 

X Happy 

98.30 (4.40) 

97.70 (4.00) 

99.60 (1.70) 

98.00 (6.70) 
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27c 
Isomura et 

al. (2014) 
20 (15) 

AQ-J; 

DSM-IV; 

ICD-10 

9.02 (0.98) FSIQ: 102.60 (16.00) 23 (12) 
Age 

FSIQ 
9.06 (1.21) FSIQ: 105.50 (13.70) 

Non-human 

faces (static) 

Nonverbal 

(detection) 

Schematic pictures 

of 1 target and 11 

distractors drawn 

in black against a 

white background 

X Angry 

X Happy 

99.60 (1.90) 

99.20 (2.60) 

99.60 (1.70) 

98.20 (4.30) 

28* 
Isomura et 

al. (2014) 
10 (8) 

AQ-J; 

DSM-IV; 

ICD-10 

10.47 (1.10) FSIQ: 103.40 (13.85) 14 (11) 
Age 

FSIQ 
10.09 (1.30) 103.30 (9.28) 

Non-human 

faces (static) 

Nonverbal 

(detection) 

Schematic pictures 

drawn in black 

against a white 

background 

X Angry 

X Happy 

0.71 (0.05) 

0.66 (0.05) 

0.69 (0.04) 

0.58 (0.05) 

29* 
Jaervinen et 

al. (2016) 
17 (13) 

ADI-R; 

ADOS 
10.60 (-) - 20 (8) 

Age 

NVIQ 
10.70 (-) - 

Music 

(segment) 

Verbal 

(forced-choice 

labelling) 

Novel musical 

pieces eliciting 

each of the 

emotions 

Fearful 

Happy 

Sad 

77.21 (27.68) 

94.85 (9.94) 

66.18 927.87) 

91.88 (10.94) 

99.38 (2.8) 

85 (14.96) 

30* 
Ketelaars et 

al. (2016) 
31 (0) DSM-IV-TR 41.35 (11.22) FSIQ: 105.80 (15.44) 28 (0) 

Age 

Gender 
39.89 (13.20) - 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Speech samples of 

semantically 

neutral sentences 

from the 

Amsterdam 

Neuropsychologica

l Task battery 

Angry 

Fearful 

Happy 

Sad 

91.40 (9.97) 

50.00 (23.27) 

83.33 (12.91) 

87.10 (15.64) 

93.45 (9.97) 

47.32 (22.8) 

88.39 (10.72) 

88.1 (15.62) 

31* 
Kim et al 

(2015) 
19 (13) 

ASSQ; 

SCQ; 

SRS 

11.10 (2.50) 

FSIQ: 110.60 (15.30) 

VIQ: 114.40 (16.30) 

NVIQ: 107.20 (15.80) 

23 (16) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

11.50 (2.30) 

FSIQ: 115.20 (10.30) 

VIQ: 117.60 (10.30) 

NVIQ: 110.60 (13.00) 

Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Avatar recordings 

eliciting each of the 

emotions 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

62.40 (10.9) 

52.00 (15.00) 

50.70 (7.10) 

56.00 (9.30) 

60.40 (13.50) 

54.40 (6.10) 

56.00 (18.80) 

52.20 (23.40) 

83.20 (21.50) 

57.60 (18.00) 

58.20 (22.50) 

57.10 (24.10) 

32* 
Kliemann et 

al. (2012) 
16 (16) 

ADI-R; 

AQ; 

ASDI; 

DSM-IV 

30.44 (6.34) 
VIQ: 108.06 (7.38) 

NVIQ: 128.47 (10.82) 
17 (17) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

30.47 (6.23) 
VIQ: 108.12 (14.76) 

NVIQ: 126.40 (8.94) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the Karolinska 

Directed Emotional 

Faces 

Fearful 

Happy 

0.92 (0.07) 

0.95 90.05) 

0.97 (0.03) 

0.98 (0.01) 
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33* 
Kliemann et 

al. (2010) 
17 (12) 

ADI; 

ADOS; 

AQ 

32.70 (8.20) 
VIQ: 104.50 (15.60) 

 
19 (14) 

Age 

Gender 

VIQ 

30.40 (5.90) VIQ: 110.40 (12.90) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the Karolinska 

Directed Emotional 

Faces 

Fearful 

Happy 

9039 (10.75) 

94.37 (5.07) 

96.44 (4.11) 

96.58 (3.56) 

34* 
Król & Król 

(2019) 
21 (19) 

ADOS; 

ICD-10 
16.27 (4.84) 

FSIQ: 109.43 (17.67) 

VIQ: 110.14 (18.26) 

NVIQ: 107.24 (18.58) 

23 (18) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

16.31 (2.69) 

FSIQ: 112.30 (10.59) 

VIQ: 10.00 (11.77) 

NVIQ: 113.17 (11.77) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

FACES database 

(Ebner et al., 2010) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

0.86 (0.23) 

0.88 (0.32) 

0.95 (0.16) 

0.71 (0.34) 

0.83 (0.34) 

0.81 (0.33) 

0.91 (0.25) 

1.00 (0.00) 

0.82 (0.29) 

1.00 (0.00) 

35a* 
Kujala et al. 

(2005) 
8 (4) 

DSM-IV; 

ICD-10 
33.00 (22-43) FSIQ: 114.00 (99-140) 8 (4) 

Age 

Gender 
32 (-) - 

Speech Prosody 

(utterance) 

Verbal 

(forced-choice 

labelling) 

Finnish word 

(‘Saara’) uttered by 

a female speaker 

with different 

emotional 

connotations 

Sad 25.00 (38.00) 63.00 (42.00) 

35b 
Kujala et al. 

(2005) 
8 (4) 

DSM-IV; 

ICD-10 
33.00 (22-43) FSIQ: 114.00 (99-140) 8 (4) 

Age 

Gender 
32 (-) - 

Speech Prosody 

(utterance) 

Nonverbal 

(detection) 

Finnish word 

(‘Saara’) uttered by 

a female speaker 

with different 

emotional 

connotations 

Sad 93.00 (14.00) 95.00 (8.00) 

36* 
Law Smith 

et al. (2010) 
21 (21) 

ADI-R; 

ADOS; 

DSM-IV 

15.33 (2.20) NVIQ: 100.67 (12.22) 16 (16) 

Age 

Gender 

NVIQ 

14.76 (2.08) NVIQ: 100.56 (11.69) 
Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Video clips of 

actors depicting 

each of the 

emotions 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

- 

- 

- 

- 

F = -8.357 

- 

F = -5.67 

- 

- 

- 

- 

p = .007 

- 

p = .023 

37* 
Li et al. 

(2017) 
34 (30) 

DSM-5; 

ADI-R 
9.27 (2.23) FSIQ: 109.94 (20.82) 39 (29) 

Age 

Gender 

FSIQ 

10.05 (3.20) FSIQ: 113.03 (16.83) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Chinese 

facial affective 

picture system 

Angry 

Fearful 

Happy 

Sad 

0.47 (0.24) 

0.34 (0.22) 

0.81 (0.20) 

0.50 (0.24) 

0.66 (0.21) 

0.47 (0.3) 

0.9 (0.19) 

0.77 (0.19) 
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38 
Lindström 

et al. (2018) 
15 (15) 

ADI-R; 

DSM-IV; 

DSM-5; 

ICD-10 

10.40 (-) 
VIQ: 108.00 (14.72) 

NVIQ: 98.00 (12.89) 
16 (16) 

Age 

Gender 

VIQ 

10.10 (-) 
VIQ: 116.00 (15.30) 

NVIQ: 108.00 (12.90) 

Speech prosody 

(utterance) 

Nonverbal 

(discrimination) 

Finnish word 

(‘Saara’) uttered by 

a female speaker 

with different 

emotional 

connotations 

Sad 0.98 (0.04) 0.97 (0.06) 

39* 
Loth et al. 

(2018) 
46 (34) AQ 30.20 (9.40) 

FSIQ: 116.00 (87-135) 

VIQ: 113.90 (85-160) 
53 (33) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

27.50 (7.80) 
FSIQ: 115.50 (85-143) 

VIQ: 114.00 (74-146) 

Human faces 

(static) 

Verbal 

(matching) 

Images sourced 

from films made in 

non-English 

speaking countries 

Overall 0.74 (0.14) 0.89 (0.09) 

40a* 
O'Connor 

(2007) 
18 (16) 

DSM-IV; 

Gillberg & 

Gillberg 

(1989) 

criteria 

26.90 (7.80) - 18 (16) 
Age 

Gender 
25.20 (6.50) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial photographs 

selected from the 

Mind Reading 

Emotions Library 

(Baron-Cohen et al. 

2003) 

Angry 

Happy 

Sad 

0.94 (0.09) 

0.97 (0.06) 

0.87 (0.11) 

0.97 (0.05) 

0.99 (0.03) 

0.91 (0.08) 

40b 
O'Connor 

(2007) 
18 (16) 

DSM-IV; 

Gillberg & 

Gillberg 

(1989) 

criteria 

26.90 (7.80) - 18 (16) 
Age 

Gender 
25.20 (6.50) - 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Semantically 

neutral sentences 

(“I want to go to 

the other movies”) 

spoken in each of 

the emotions by six 

female and eight 

male actors 

Angry 

Happy 

Sad 

0.84 (0.15) 

0.77 (0.18) 

0.86 (0.13) 

0.84 (0.11) 

0.81 (0.15) 

0.89 (0.09) 

41a* 
Oerlemans 

et al. (2014) 
90 (73) 

ADI-R; 

CRS-R; 

SCQ 

10.60 (2.05) 

FSIQ: 103.20 (13.70) 

VIQ: 101.55 (15.70) 

NVIQ: 105.20 (17.25) 

139 (62) - 9.20 (1.90) 

FSIQ: 107.40 (11.70) 

VIQ: 108.80 (13.10) 

NVIQ: 106.40 (14.70) 

Human faces 

(static) 

Verbal 

(discrimination) 

Emotional faces 

eliciting each of the 

emotions 

Angry 

Fearful 

Happy 

Sad 

82.50 (1.20) 

82.60 (0.70) 

93.70 (0.70) 

79.20 (1.20) 

85.70 (1.00) 

84.80 (1.70) 

95.70 (0.60) 

81.60 (0.90) 
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41b 
Oerlemans 

et al. (2014) 
66 (54) 

ADI-R; 

CRS-R; 

SCQ 

11.55 (1.35) 

FSIQ: 102.56 (13.30) 

VIQ: 1.1.20 (16.15) 

NVIQ: 104.25 (15.85) 

72 (33) - 10.70 (1.10) 

FSIQ: 106.10 (11.30) 

VIQ: 108.20 (12.50) 

NVIQ: 104.10 (14.60) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Sentences with 

neutral content 

spoken in the tone 

of each emotion 

(Vingerhoets et al, 

2003) 

Angry 

Fearful 

Happy 

Sad 

82.30 (1.80) 

33.40 (2.20) 

77.40 (1.90) 

72.60 (2.70) 

84.80 (1.70) 

31.10 (2.00) 

77.40 (1.80) 

68.60 (2.50) 

42a* 
Otsuka et al. 

(2017) 
21 (14) 

AQ; 

DSM-IV 
25.24 (5.75) 

FSIQ: 112.00 (9.92) 

VIQ: 115.05 (11.16) 

NVIQ: 105.38 (12.46) 

21 (14) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

24.90 (6.32) 

FSIQ: 113.57 (11.58) 

VIQ: 113.43 (12.35) 

NVIQ: 110.81 (12.38) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Japanese 

and Caucasian 

Facial Expressions 

of Emotion 

(Matsumoto & 

Ekman, 1988) 

presented for 

2000ms 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

70.24 (23.21) 

55.95 (31.53) 

97.62 (7.52) 

72.62 (30.52) 

50 (36.23) 

97.62 (7.52) 

73.41 (12.11) 

75 (19.36) 

71.43 (24.09) 

100 (0) 

80.95 (23.59) 

45.24 (28.08) 

100 (0) 

78.57 (8.57) 

42b 
Otsuka et al. 

(2017) 
21 (14) 

AQ; 

DSM-IV 
25.24 (5.75) 

FSIQ: 112.00 (9.92) 

VIQ: 115.05 (11.16) 

NVIQ: 105.38 (12.46) 

21 (14) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

24.90 (6.32) 

FSIQ: 113.57 (11.58) 

VIQ: 113.43 (12.35) 

NVIQ: 110.81 (12.38) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Japanese 

and Caucasian 

Facial Expressions 

of Emotion 

(Matsumoto & 

Ekman, 1988) 

presented for 50ms 

X Angry 

X Fearful 

X Happy 

X Sad 

X Disgust 

X Surprise 

X Overall 

32.14 (22.56) 

19.05 (22.23) 

89.29 (28.03) 

55.95 (31.53) 

10.71 (18.66) 

88.1 (18.74) 

49.6 (13.94) 

41.67 (21.41) 

19.05 (17.51) 

94.05 (10.91) 

64.29 (29.12) 

23.81 (30.08) 

94.05 (17.51) 

56.15 (8.4) 

43* 
Pelphrey et 

al. (2002) 
5 (5) 

ADI-R; 

ADOS; 

DSM-IV; 

ICD-10 

25.20 (-) 

FSIQ: 100.75 (7.69) 

VIQ: 117.00 (23.12) 

NVIQ: 86.50 (9.57) 

5 (5) Gender 28.20 (-) - 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Ekman facial affect 

set 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

0.60 (0.29) 

0.65 (0.22) 

0.95 (0.11) 

0.85 (0.22) 

0.70 (0.21) 

0.80 (0.27) 

0.76 (0.12) 

0.90 (0.14) 

0.95 (0.11) 

1.00 (0.00) 

0.95 (0.09) 

0.80 (0.33) 

0.95 (0.32) 

0.93 (0.08) 
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44a* 
Philip et al. 

(2010) 
23 (16) 

AQ; 

DSM-IV 
32.50 (10.90) 

FSIQ: 101.50 (18.50) 

VIQ: 98.20 (15.80) 

NVIQ: 104.40 (18.60) 

23 (17) 
Age 

Gender 
32.40 (11.10) 

FSIQ: 111.20 (8.50) 

VIQ: 106.80 (8.80) 

NVIQ: 113.40 (10.40) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Ekman facial affect 

set 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

61.30 (25.99) 

58.26 (26.05) 

94.78 (11.63) 

65.65 (24.09) 

65.65 (27.44) 

79.57 (22.66) 

70.74 (14.79) 

90.43 (7.06) 

80.87 (16.49) 

100 (0.00) 

82.61 (14.21) 

84.75 (17.29) 

90.87 (9.96) 

88.3 (5.47) 

44b 
Philip et al. 

(2010) 
23 (16) 

AQ; 

DSM-IV 
32.50 (10.90) 

FSIQ: 101.50 (18.50) 

VIQ: 98.20 (15.80) 

NVIQ: 104.40 (18.60) 

23 (17) 
Age 

Gender 
32.40 (11.10) 

FSIQ: 111.20 (8.50) 

VIQ: 106.80 (8.80) 

NVIQ: 113.40 (10.40) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Japanese 

and Caucasian 

Facial Expressions 

of Emotion 

(Matsumoto & 

Ekman, 1988) 

X Angry 

X Fearful 

X Happy 

X Sad 

X Disgust 

62.17 (34.14) 

82.65 (23.12) 

98.17 (4.82) 

83.3 (26.08) 

72.09 (29.39) 

88.17 (13.51) 

86.96 (26.25) 

100 (0) 

95.04 (13.34) 

89.48 (18.85) 

44c 
Philip et al. 

(2010) 
23 (16) 

AQ; 

DSM-IV 
32.50 (10.90) 

FSIQ: 101.50 (18.50) 

VIQ: 98.20 (15.80) 

NVIQ: 104.40 (18.60) 

23 (17) 
Age 

Gender 
32.40 (11.10) 

FSIQ: 111.20 (8.50) 

VIQ: 106.80 (8.80) 

NVIQ: 113.40 (10.40) 

Human faces 

(static) 

Nonverbal 

(matching) 

Emotional faces 

from the Japanese 

and Caucasian 

Facial Expressions 

of Emotion 

(Matsumoto & 

Ekman, 1988) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

85.65 (17.84) 

85.78 (14.970 

96.91 (7.42) 

77.04 (23.16) 

72.7 (21.5) 

95.09 (8.15) 

93.17 (10.51) 

96.91 (14.8) 

94.43 (11.2) 

86.35 (20.4) 

44d 
Philip et al. 

(2010) 
23 (16) 

AQ; 

DSM-IV 
32.50 (10.90) 

FSIQ: 101.50 (18.50) 

VIQ: 98.20 (15.80) 

NVIQ: 104.40 (18.60) 

23 (17) 
Age 

Gender 
32.40 (11.10) 

FSIQ: 111.20 (8.50) 

VIQ: 106.80 (8.80) 

NVIQ: 113.40 (10.40) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Strings of numbers 

spoken in an 

emotional tone 

from Calder Vocal 

Emotion (Calder et 

al., 2004) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

63.48 (20.14) 

59.57 (25.85) 

57.83 (20.66) 

75.22 (15.34) 

48.26 930.55) 

83.48 (14.96) 

77.83 (11.66) 

76.96 (14.6) 

80 (14.14) 

76.52 (17.48) 

45 
Quintin et 

al. (2011) 
26 (20) 

DSM-IV 

 
13.58 (1.92) 

FSIQ: 97.00 (15.00) 

VIQ: 94.00 (19.00) 

NVIQ: 101.00 (13.00) 

26 (12) 
Age 

VIQ 
13.50 (2.17) 

FSIQ: 108.00 (12.00) 

VIQ: 107.00 (13.00) 

NVIQ: 107.00 (15.00) 

Music 

(excerpt) 

Verbal 

(forced-choice 

labelling) 

Music clips 

eliciting each of the 

emotions 

Fearful 

Happy 

Sad 

4.38 (1.06) 

3.77 91.21) 

3.65 (1.41) 

4.69 (0.55) 

3.85 (0.97) 

4.23 (0.82) 
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46* 
Rhodes et 

al. (2018) 
19 (17) 

ADOS-2; 

DSM-IV 

 

12.25 (1.92) 

FSIQ: 107.30 (12.40) 

VIQ: 101.90 (11.40) 

NVIQ: 112.50 (15.30) 

19 (14) 

Age 

FSIQ 

VIQ 

NVIQ 

12.25 (1.83) 

FSIQ: 107.80 (5.00) 

VIQ: 103.10 (6.30) 

NVIQ: 110.40 (5.40) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the NimStim Face 

Stimulus Set 

 

Angry 

Fearful 

Happy 

Sad 

0.92 (0.17) 

0.83 (0.15) 

0.96 (0.09) 

0.80 (0.24) 

0.95 (0.10) 

0.86 (0.15) 

0.99 (0.06) 

0.78 (0.22) 

47a* 
Rigby et al. 

(2018) 
16 (11) 

- 

 
27.80 (7.80) 

FSIQ: 106.30 (10.80) 

VIQ: 107.80 (13.90) 

NVIQ: 103.90 (15.70) 

16 (11) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

27.30 (7.50) 

FSIQ: 113.40 (11.40) 

VIQ: 110.70 (9.50) 

NVIQ: 113.30 (11.40) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs of 

female Caucasian 

actors from Pilz et 

al. (2006) 

Angry 

Surprise 

93.30 (7.10) 

96.10 (6.60) 

97.70 (3.00) 

96.30 (4.70) 

47b 
Rigby et al. 

(2018) 
16 (11) 

- 

 
27.80 (7.80) 

FSIQ: 106.30 (10.80) 

VIQ: 107.80 (13.90) 

NVIQ: 103.90 (15.70) 

16 (11) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

27.30 (7.50) 

FSIQ: 113.40 (11.40) 

VIQ: 110.70 (9.50) 

NVIQ: 113.30 (11.40) 

Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Photographs of 

female Caucasian 

actors from Pilz et 

al. (2006) 

X Angry 

X Surprise 

97.50 (2.70) 

95.50 (5.10) 

95.50 (4.80) 

98.00 (2.80) 

48* 
Sasson et al. 

(2016a) 
21 (18) ADOS 23.43 (4.36) FSIQ: 101.48 (16.97) 39 (23) 

Gender 

FSIQ 
35.87 (9.33) FSIQ: 100.56 (14.87) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs of an 

individual’s face 

from Kohler et al., 

2003 

X Angry 

Fearful 

X Happy 

Sad 

1.00 (0) 

0.71 (0.46) 

1.00 (0) 

0.92 (0.28) 

1.00 (0.00) 

0.79 (0.41) 

1.00 (0.00) 

0.97 (0.26) 

49* 
Sasson et al. 

(2016b) 
21 (19) 

ADOS; 

AQ 
23.81 (4.58) FSIQ: 11.56 (12.09) 28 (25) 

Age 

Gender 

FSIQ 

23.75 (6.60) FSIQ: 116.71 (10.38) 
Human faces 

(static) 

Nonverbal 

(discrimination) 

Faces eliciting each 

of the emotions 

Angry 

Happy 

84.66 (13.82) 

91.01 (11.58) 

86.31 (10.85) 

96.63 (5.31) 

50* 
Sawyer et 

al. (2012) 
30 (20) DSM 21.60 (9.80) 

FSIQ: 108.10 (17.90) 

VIQ: 109.70 (19.10) 

NVIQ: 104.30 (18.20) 

24 (7) 

Age 

FSIQ 

VIQ 

NVIQ 

24.00 (9.20) 

FSIQ: 114.10 (13.00) 

VIQ: 113.40 (12.80) 

NVIQ: 111.40 (12.80) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Ekman facial affect 

set 
Overall 69.97 (11.09) 86.77 (11.04) 

51a* 
Schaller & 

Rauh (2017) 
23 (23) 

ADI-R; 

ADOS 
15.72 (1.25) NVIQ: 105.65 (11.47) 22 (22) 

Age 

Gender 

NVIQ 

15.85 (0.97) NVIQ: 103.77 (11.09) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Black and white 

photographs from 

the Frankfurt Test 

for Facial Affect 

Recognition (Bölte 

et al. 2006) 

Angry 

Fearful 

Overall 

F = -6.48 

F = -6.11 

0.81 (0.07) 

p = .015 

p = .018 

0.86 (0.05) 
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51b 
Schaller & 

Rauh (2017) 
23 (23) 

ADI-R; 

ADOS 
15.72 (1.25) NVIQ: 105.65 (11.47) 22 (22) 

Age 

Gender 

NVIQ 

15.85 (0.97) NVIQ: 103.77 (11.09) 
Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Facially Expressed 

Emotion Labelling 

(FEEL; Kessler et 

al., 2002) 

X Overall 0.83 (0.09) 0.79 (0.11) 

52* 

Schelinski 

& von 

Kriegstein 

(2019) 

16 (13) 

ADI-R; 

ADOS; 

AQ; 

ICD-10 

33.75 (10.12) 

FSIQ: 110.31 (13.79) 

VIQ: 110.75 (12.35) 

NVIQ: 107.38 (17.55) 

16 (13) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

33.69 (9.58) 

FSIQ: 111.50 (10.97) 

VIQ: 108.75 (12.59) 

NVIQ: 112.69 (9.59) 

Speech prosody 

(utterance) 

Verbal 

(forced-choice 

labelling) 

Two-syllabic 

semantically 

neutral German 

nouns spoken in 

each one of the 

emotions by one 

female and one 

male actor 

Angry 

Fearful 

Happy 

Sad 

Disgust 

84.98 (13.15) 

68.37 927.82) 

64.10 (30.93) 

51.45 (32.05) 

50.18 (22.77) 

92.48 (6.58) 

89.85 (6.71) 

80.54 (9.93) 

81.64 (10.76) 

65.97 (21.78) 

53* 
Shafritz et 

al. (2015) 
15 (12) 

ADI; 

ADOS 
18.10 (-) 

FSIQ: 101.50 (18.60) 

VIQ: 105.70 (18.80) 

NVIQ: 103.50 (17.40) 

15 (12) 

Age 

Gender 

VIQ 

NVIQ 

18.40 (12-23) 

FSIQ: 115.20 (9.30) 

VIQ: 118.80 (14.90) 

NVIQ: 108.00 (8.10) 

Human faces 

(static) 

Verbal 

(detection) 

Ekman facial affect 

set 

Fearful 

Happy 

92.40 (7.68) 

95.00 (6.45) 

93.21 (8.05) 

96.14 (3.42) 

54a* 
Shanok et 

al. (2019) 
12 (9) GARS-2 5.75 (0.97) - 16 (10) - 5.50 (1.41) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the NimStim Face 

Stimulus Set 

Angry 

Fearful 

Happy 

Sad 

77.77 (16.42) 

86.11 (17.17) 

94.44 (12.98) 

69.44 (22.49) 

91.67 (14.99) 

93.75 (13.44) 

100.00 (0.00) 

95.83 (11.39) 

54b 
Shanok et 

al. (2019) 
12 (9) GARS-2 5.75 (0.97) - 16 (10) - 5.50 (1.41) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Mothers replicating 

photographs from 

the NimStim Face 

Stimulus Set 

X Angry 

X Fearful 

X Happy 

X Sad 

97.22 (14.91) 

83.33 (22.48) 

100.00 (0.00) 

86.11 (17.17) 

91.67 (14.99) 

93.75 (13.44) 

100.00 (0.00) 

93.75 (13.44) 

55a* 
Sinzig et al. 

(2008) 
19 (17) 

ASD: 

ADI-R; 

ADOS 

DSM-IV 

13.60 (3.40) FSIQ: 111.00 (19.10) 29 (22) 

Age 

FSIQ 

 

12.80 (2.90) FSIQ: 109.00 (12.90) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Black and white 

photographs from 

the Frankfurt Test 

for Facial Affect 

Recognition (Bölte 

et al. 2006) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

5.40 (1.60) 

3.20 (1.30) 

7.60 (1.60) 

5.80 (1.70) 

4.40 (1.70) 

4.90 (1.30) 

0.76 (0.09) 

6.1 (1.10) 

2.9 (1.30) 

7.7 (1.10) 

5.9 (1.60) 

4.1 (1.50) 

5.2 (0.90) 

0.78 (0.07) 
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55b 
Sinzig et al. 

(2008) 
21 (20) 

ASD+ADH

D: 

ADI-R; 

ADOS; 

DCL-TES; 

DSM-IV 

11.60 (3.70) FSIQ: 102.00 (13.10) 29 (22) 
Age 

FSIQ 
12.80 (2.90) FSIQ: 109.00 (12.90) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Black and white 

photographs from 

the Frankfurt Test 

for Facial Affect 

Recognition (Bölte 

et al. 2006) 

X Angry 

X Fearful 

X Happy 

X Sad 

X Disgust 

X Surprise 

X Overall 

5.10 (2.00) 

3.50 (2.80) 

6.70 (2.20) 

4.90 (2.30) 

4.00 (1.80) 

3.60 (1.80) 

0.72 (0.10) 

6.1 (1.10) 

2.9 (1.30) 

7.7 (1.10) 

5.9 (1.60) 

4.1 (1.50) 

5.2 (0.90) 

0.78 (0.07) 

56* 
Stephenson 

et al. (2019) 
30 (-) 

ADOS-2; 

AQ; 

DSM-5 

24.52 (6.04) FSIQ: 112.36 (10.63) 46 (-) FSIQ 20.93 (2.03) 111.95 (8.21) 
Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Dynamic faces 

from the 

Amsterdam 

Dynamic Facial 

Expression Set; 

van der Schalk et 

al., 2011) 

Angry 

Fearful 

Happy 

0.93 (0.26) 

0.99 (0.09) 

1.00 (0.05) 

0.95 (0.22) 

0.99 (0.10) 

1.00 (0.05) 

57* 
Stewart et 

al. (2013) 
11 (7) DSM-IV 27.20 (7.50) VIQ: 14.90 (6.20) 14 (8) 

Age 

Gender 

VIQ 

26.40 (5.60) VIQ: 18.10 (4.00) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from JAFFE 

database (Lyons et 

al 1999) 

Overall 0.55 (0.08) 0.68 (0.07) 

58a* 
Tanaka et 

al. (2012) 
66 (56) 

ADI-R; 

ADOS-G; 

DSM-IV 

11.90 (4.00) FSIQ: 106.80 (20.90) 68 (43) 
Age 

FSIQ 
11.90 (3.10) FSIQ: 106.80 (7.80) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the NimStim Face 

Stimulus Set 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

82.40 (21.20) 

67.50 (22.00) 

98.10 (6.70) 

91.70 (13.50) 

87.50 (18.00) 

86.60 (18.60) 

F = -2.86 

89.30 (13.40) 

69.20 (20.80) 

97.50 (5.80) 

94.70 (9.70) 

92.80 (12.20) 

87.80 (14.60) 

p = .09 

58b 
Tanaka et 

al. (2012) 
67 (57) 

ADI-R; 

ADOS-G; 

DSM-IV 

12.00 (4.00) FSIQ: 106.80 (20.90) 66 (42) 
Age 

FSIQ 
11.90 (3.10) FSIQ: 106.80 (7.80) 

Human faces 

(static) 

Nonverbal 

(matching) 

Photographs from 

the NimStim Face 

Stimulus Set 

Angry 

Fearful 

Happy 

Sad 

Disgust 

84.30 (15.30) 

74.10 (22.20) 

96.80 (9.70) 

65.90 (22.40) 

66.70 (20.10) 

94.20 (9.90) 

86.90 (16.90) 

99.50 (2.90) 

82.30 (16.80) 

75.80 (16.60) 
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59a* 
Taylor et al. 

(2015) 
17 (12) 

ADOS-G; 

DSM-IV 
9.67 (2.25) 

VIQ: 91.72 (15.33) 

NVIQ: 10.41 (2.94) 
54 (26) 

Age 

NVIQ 
8.94 (1.92) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial photographs 

posed by both 

children and adults 

from movie files 

featured on Mind 

Reading DVD 

(Baron-Cohen, 

2002) 

Overall 62.50 (11.97) 70.75 (10.99) 

59b 
Taylor et al. 

(2015) 
17 (12) 

ADOS-G; 

DSM-IV 

 

9.67 (2.25) 
VIQ: 91.72 (15.33) 

NVIQ: 10.41 (2.94) 
54 (26) 

Age 

NVIQ 
8.94 (1.92) - 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

The sentence "Oh 

I'm going out of the 

room now but I'll 

be back later" 

spoken each of the 

emotions with 

Australian accents 

Overall 64.22 (13.26) 71.06 (12.71) 

60* 
Tell et al. 

(2014) 
22 (17) 

ADI-R; 

ADOS-G; 

DSM-IV 

10.31 (-) 
FSIQ: 102.68 (6.64) 

VIQ: 9.32 (1.69) 
22 (17) 

Age 

Gender 
9.80 (-) VIQ: 10.64 (1.67) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the NimStim Face 

Stimulus Set 

Angry 

Fearful 

Happy 

Sad 

63.30 (4.90) 

49.30 (7.10) 

80.20 (4.80) 

45.00 (5.90) 

65.80 (4.70) 

73.20 (6.40) 

79.60 (4.70) 

54.50 (6.90) 

61* 
Tottenham 

et al. (2014) 
33 (30) 

ADOS; 

AQ 
15.00 (6.00) FSIQ: 111.00 (-) 53 (35) 

FSIQ 

VIQ 
16.00 (8.00) FSIQ: 103.00 (-) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the NimStim Face 

Stimulus Set 

Angry 0.93 (0.15) 0.90 (0.24) 

62* 
Uono et al. 

(2011) 
28 (23) DSM-IV-TR 17.60 (5.20) 

FSIQ: 103.30 (13.40) 

VIQ: 105.20 (14.70) 

NVIQ: 100.10 (13.30) 

28 (24) 
Age 

Gender 
18.00 (4.00) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Ekman 

facial affect set and 

the Japanese and 

Caucasian Facial 

Expressions of 

Emotion 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

60.70 (21.70) 

32.10 (26.46) 

98.70 (4.23) 

79.90 (16.93) 

39.30 (24.34) 

95.30 (10.05) 

67.70 (8.47) 

53.80 (22.75) 

51.80 (19.58) 

98.20 (4.76) 

76.30 (19.58) 

46.40 (22.75) 

94.20 (9.00) 

70.10 (7.94) 
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63a* 
Uono et al. 

(2013) 
18 (15) 

AS: 

CARS; 

DSM-IV 

18.60 (6.50) 

FSIQ: 106.00 (11.90) 

VIQ 108.30 (11.90) 

NVIQ: 101.90 (13.90) 

18 (14) 
Age 

Gender 
18.80 (3.60) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Ekman 

facial affect set and 

the Japanese and 

Caucasian Facial 

Expressions of 

Emotion 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

59.00 (24.18) 

40.30 (30.12 

97.90 (4.67) 

84.70 (14.42) 

48.60 (25.46) 

97.20 (5.52) 

71.30 (8.06) 

54.2 (22.06) 

54.9 (16.12) 

97.9 (4.67) 

76.4 (18.24) 

52.1 (22.06) 

95.8 97.64) 

71.9 (6.79) 

63b 
Uono et al. 

(2013) 
18 (12) 

PDD-NOS: 

CARS; 

DSM-IV 

19.80 (4.70) 

FSIQ: 101.00 (14.10) 

VIQ: 103.10 (17.70) 

NVIQ: 98.20 (11.30) 

18 (14) 
Age 

Gender 
18.80 (3.60) - 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Ekman 

facial affect set and 

the Japanese and 

Caucasian Facial 

Expressions of 

Emotion 

X Angry 

X Fearful 

X Happy 

X Sad 

X Disgust 

X Surprise 

X Overall 

62.50 (16.97) 

31.30 (22.06) 

99.30 (2.97) 

75.70 (16.12) 

32.60 (22.91) 

93.80 (11.46) 

65.90 (7.64) 

54.2 (22.06) 

54.9 (16.12) 

97.9 (4.67) 

76.4 (18.24) 

52.1 (22.06) 

95.8 97.64) 

71.9 (6.79) 

64* 
Vannetzel et 

al. (2011) 
10 (9) 

ADI-R; 

CARS; 

DSM-IV 

9.60 (1.70) FSIQ: above 70 35 (30) Age 8.40 (1.80) - 
Human faces 

(static) 

Nonverbal 

(discrimination) 

Ekman facial affect 

set 

Angry 

Happy 

Sad 

33.30 (20.54) 

70.00 (15.48) 

53.30 (19.28) 

80.00 (26.55) 

85.70 (23.01) 

84.80 (20.06) 

65a* 
Waddington 

et al. (2018) 
89 (69) ADI-R 12.32 (2.48) FSIQ: 101.51 (14.67) 220 (110) Gender 13.11 (2.35) FSIQ: 105.5 (12.42) 

Human faces 

(static) 

Verbal 

(discrimination) 

Identification of 

Facial Emotion 

task from the 

Amsterdam 

Neuropsychologica

l Task battery 

(DeSonneville, 

1999) 

Angry 

Fearful 

Happy 

Sad 

85.24 (10.77) 

84.52 (12.67) 

94.58 (6.12) 

79.98 (12.98) 

88.24 (9.48) 

89.85 (10.20) 

96.00 (4.58) 

84.40 (10.19) 
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65b 
Waddington 

et al. (2018) 
89 (69) ADI-R 12.32 (2.48) FSIQ: 101.51 (14.67) 220 (110) Gender 13.11 (2.35) FSIQ: 105.5 (12.42) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Affective 

Prosodytask from 

the 

Amsterdam 

Neuropsychologica

l Task battery 

(DeSonneville, 

1999) 

Angry 

Fearful 

Happy 

Sad 

84.93 (16.76) 

36.47 (21.84) 

79.00 (17.02) 

72.73 (22.68) 

87.20 (14.61) 

40.36 (20.73) 

81.06 (15.69) 

72.77 (21.24) 

66a* 
Wallace et 

al. (2008) 
26 (23) 

ADI-R; 

ICD-10 
32.00 (9.00) 

VIQ: 148.00 (13.00) 

NVIQ: 101.00 (18.00) 
26 (23) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

31.00 (9.00) 
VIQ: 153.00 (9.00) 

NVIQ: 98.00 (12.00) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Ekman 

facial affect set and 

the Japanese and 

Caucasian Facial 

Expressions of 

Emotion 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

0.62 (0.17) 

0.62 (0.24) 

0.93 (0.13) 

0.68 (0.22) 

0.72 (0.23) 

0.68 (0.22) 

0.73 (0.22) 

0.85 (0.17) 

0.99 (0.70) 

0.86 (0.11) 

0.88 (0.12) 

0.84 (0.22) 

66b 
Wallace et 

al. (2008) 
26 (23) 

ADI-R; 

ICD-10 
32.00 (9.00) 

FSIQ: 122.00 (10.00) 

VIQ: 118.00 (14.00) 

NVIQ: 122.00 (7.00) 

26 (23) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

31.00 (9.00) 

FSIQ: 117.00 (13.00) 

VIQ: 115.00 (14.00) 

NVIQ: 116.00 (13.00) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Emotional faces 

from the Ekman 

facial affect set and 

the Japanese and 

Caucasian Facial 

Expressions of 

Emotion presented 

in a piecemeal 

fashion starting 

from the eyes or 

the mouth 

X Angry 

X Fearful 

X Disgust 

X Surprise 

0.70 (0.22) 

0.76 (0.22) 

0.72 (0.30) 

0.65 (0.27) 

0.82 (0.27) 

0.92 (0.11) 

0.91 (0.13) 

0.75 (0.25) 

67a* 
Wang & 

Tsao (2015) 
25 (25) DSM-IV-TR 8.15 (1.17) 

FSIQ: 107.12 (11.14) 

VIQ: 107.08 (10.57) 
25 (25) 

Age 

Gender 

FSIQ 

VIQ 

8.20 (1.04) 
FSIQ: 112.96 (9.91) 

VIQ: 113.68 (8.47) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Neutral sentences 

spoken in each one 

of the emotions 

Angry 

Happy 

Sad 

83.72 (14.07) 

88.01 (14.54) 

96.29 (10.13) 

85.72 (14.45) 

95.55 (6.25) 

99.15 (2.35) 
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67b 
Wang & 

Tsao (2015) 
25 (25) DSM-IV-TR 8.15 (1.17) 

FSIQ: 107.12 (11.14) 

VIQ: 107.08 (10.57) 
25 (25) 

Age 

Gender 

FSIQ 

VIQ 

8.20 (1.04) 
FSIQ: 112.96 (9.91) 

VIQ: 113.68 (8.47) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Emotional 

sentences spoken 

in matching 

emotional prosody 

X Angry 

X Happy 

X Sad 

84.95 (15.59) 

74.47 (16.42) 

97.71 (4.79) 

86.94 (11.11) 

81.33 (19.24) 

98.57 (2.57) 

67c 
Wang & 

Tsao (2015) 
25 (25) DSM-IV-TR 8.15 (1.17) 

FSIQ: 107.12 (11.14) 

VIQ: 107.08 (10.57) 
25 (25) 

Age 

Gender 

FSIQ 

VIQ 

8.20 (1.04) 
FSIQ: 112.96 (9.91) 

VIQ: 113.68 (8.47) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Neutral words 

spoken in each one 

of the emotions 

X Angry 

X Happy 

X Sad 

84.90 (17.83) 

53.78 (30.05) 

94.23 (12.46) 

79.12 (19.6) 

63.12 (27.18) 

94.23 (3.68) 

67d 
Wang & 

Tsao (2015) 
25 (25) DSM-IV-TR 8.15 (1.17) 

FSIQ: 107.12 (11.14) 

VIQ: 107.08 (10.57) 
25 (25) 

Age 

Gender 

FSIQ 

VIQ 

8.20 (1.04) 
FSIQ: 112.96 (9.91) 

VIQ: 113.68 (8.47) 

Speech prosody 

(sentence) 

Verbal 

(forced-choice 

labelling) 

Emotional words 

spoken in matching 

emotional prosody 

X Angry 

X Happy 

X Sad 

73.00 (17.54) 

73.01 (15.44) 

94.23 (7.38) 

69.45 (18.62) 

83.00 (10.5) 

97.11 (3.35) 

68* 

Wang & 

Adolphs 

(2017) 

18 (18) 

ADI-R; 

ADOS-2; 

DSM-5; 

ICD-10 

30.80 (7.40) FSIQ: 105.00 (13.30) 15 (11) 

Age 

FSIQ 

VIQ 

NVIQ 

35.10 (11.40) FSIQ: 107.00 (8.69) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial photographs 

obtained from the 

STOIC database 

(Roy et al., 2007) 

Fearful 

Happy 

0.97 (0.03) 

0.96 (0.05) 

0.99 (0.03) 

0.98 (0.04) 

69* 
Wingenbach 

et al. (2017) 
12 (9) 

AQ; 

SCQ 
17.30 (0.75) - 12 (9) 

Age 

Gender 
16.90 (0.29) - 

Human faces 

(dynamic) 

Verbal 

(forced-choice 

labelling) 

Facial emotional 

video from The 

Amsterdam 

Dynamic Facial 

Expression Set 

(van der Schalk et 

al., 2011) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

0.74 (0.08) 

0.47 (0.08) 

0.96 (0.02) 

0.78 (0.04) 

0.77 (0.07) 

0.94 (0.03) 

0.89 (0.08) 

0.78 (0.05) 

0.95 (0.05) 

0.88 (0.02) 

0.84 (0.05) 

0.93 (0.03) 

70* 
Wong et al. 

(2012) 
19 (16) ADI-R 11.28 (1.48) FSIQ: 118.21 (14.93) 21 (15) 

Age 

FSIQ 
10.24 (1.81) FSIQ: 113.43 (11.21) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Facial stimuli from 

the Standardized 

Penn Emotion 

Recognition Set 

(Gur et al., 2002) 

Angry 

Fearful 

X Happy 

Sad 

Disgust 

2.89 (0.66) 

3.05 (0.91) 

4.00 (0) 

3.16 (0.96) 

1.16 (0.96) 

2.71 (0.96) 

2.9 (1.14) 

4.00 (0) 

3.19 (0.98) 

1.52 (1.25) 
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71* 
Wright et al. 

(2008) 
35 (33) 

ADI-R; 

ADOS; 

AQ; 

ICD-10 

11.31 (2.17) 

FSIQ: 104.63 (17.99) 

VIQ: 105.66 (21.01) 

NVIQ: 103.03 (16.09) 

35 (33) 

Age 

Gender 

FSIQ 

VIQ 

NVIQ 

11.57 (1.94) 

FSIQ: 103.86 (16.26) 

VIQ: 105.74 (16.31) 

NVIQ: 100.94 (16.39) 

Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the Ekman's Facial 

Expressions of 

Emotion: Stimuli 

and Tests (FEEST) 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

5.57 (2.05) 

4.77 (2.38) 

9.51 (1.17) 

6.91 (2.42) 

5.40 (2.98) 

8.09 (2.17) 

40.26 (9.56) 

6.57 (1.80) 

4.74 (2.97) 

9.91 (0.28) 

6.43 (2.71) 

5.03 (2.74) 

8.77 (2.13) 

41.51 (7.99) 

72* 
Yeung et al. 

(2014) 
18 (15) 

ADI-R; 

DSM-IV 
9.61 (3.13) FSIQ: 101.33 (10.85) 18 (11) 

Age 

Gender 

FSIQ 

10.72 (3.61) FSIQ: 107.06 (9.35) 
Human faces 

(static) 

Verbal 

(forced-choice 

labelling) 

Photographs from 

the Karolinska 

Directed Emotional 

Faces 

Angry 

Fearful 

Happy 

Sad 

Disgust 

Surprise 

Overall 

0.29 (0.16) 

0.12 (0.11) 

0.95 (0.28) 

0.44 (0.19) 

0.10 (0.11) 

0.53 (0.21) 

0.41 (0.14) 

0.40 (0.17) 

0.19 (0.14) 

1.12 (0.17) 

0.57 (0.17) 

0.23 (0.19) 

0.67 (0.14) 

0.53 (0.12) 

Abbreviations: ADI-R, Autism Diagnostic Instrument Revised; ADOS, Autism Diagnostic Observation Schedule; ADI-R-III, AADOS-G, Autism Diagnostic Observation Schedule—Generic; ADOS-2, Autism Diagnostic Observation Schedule, 
Second Edition; ASDI, Autism Spectrum Diagnostic Interview; ASDS, Asperger Syndrome Diagnostic Scale; ASQ-J, Autism Screening Questionnaire, Japanese Version; AQ, Autism Spectrum Quotient Questionnaire; AQ-J, Autism Spectrum 
Quotient, Japanese Version; ASSQ, Autism Spectrum Screening Questionnaire; CARS, Childhood Autism Rating Scale; DCL-TES, Diagnostic Checklist for Pervasive Developmental Disorders (Diagnostik Chekliste fr Tiefgreifende 
Entwicklungsstörungen); CRS-R, Conners’ Rating Scales-Revised; DSM, The Diagnostic and Statistical Manual of Mental Disorders; DSM-IV, The Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition; DSM-IV-TR, The Diagnostic 
and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision; DSM-5, The Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition; GARS-2, Gilliam Autism Rating Scale, Second Edition; ICD-10, International Statistical 
Classification of Diseases, Tenth Revision; SCQ, Social Communication Questionnaire; SRS, Social Responsiveness Scale.
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2.3.2. Quality assessment 

The results of the critical appraisal process are summarised in Figure 2.2. The overall 

quality of the included studies was high, with total scores ranging from 28 to 35 out of the 

maximum score of 36 on the CASP case control study quality assessment (CASP, 2017). The 

strengths of the literature included the formulation of a clearly focused research question and 

the implementation of the appropriate methods to address the research aims. Selection bias was 

determined by the recruitment criteria of participants with ASD and NT controls. The use of 

standard diagnostic instruments during the selection of participants with ASD was of particular 

importance to reflect the representativeness of the clinical group. Among the 11 papers with 

moderate to high risk of bias, eight did not specify how the clinical group was diagnosed and 

three had very small samples. The lack of consistent matching procedures across studies might 

have compromised the generalisability of the findings. Thirty-nine papers did not match the 

ASD and NT groups on all three of the essential background measures, namely age, gender, 

and IQ, while two papers did not match groups on any of these measures. Measurement bias 

was observed in eight papers which could be characterised by unvalidated emotional stimuli, 

unstandardized experimental methods implemented across participants or conditions, and 

inappropriate measurement methods. Inappropriate reporting styles lowered the quality of a 

substantial proportion of the included studies. These related to the reporting of effect sizes 

which were missing in 31 papers as well as the reporting of imprecise p-values of inferential 

statistical tests in 23 papers. The reliability of results was also of concern for nine papers. 

Among those, five papers concluded their findings that were not justified by the inferential 

statistical tests conducted. Two papers did not conduct follow-up post-hoc tests to determine 

group differences within an interaction. One paper included contradictory information, e.g., 

groups described as matched by verbal IQ yet with a statistically significant group difference 

in verbal IQ. The remaining paper drew results based on a limited number of trials. The 
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generalisability of the study findings to clinical populations was driven by the coverage of the 

range of participant demographics in terms of age and gender. While the sample in two papers 

covered both genders from different age groups, 61 papers covered both genders from only one 

age group (e.g., both female and male children) and six papers covered only one gender from 

the same age group (e.g., male adults only). 

 

Figure 2. 2. Risk of bias graph. Reviewers’ judgements about each risk of bias item presented 
as percentages across 72 included studies using the CASP (2017) checklist. 

2.3.3. Main meta-analyses 

2.3.3.1. Group differences in emotion recognition accuracy 

Table 2. 5. Results summary of main meta-analyses on all accuracy datasets. 

Emotion N SMD 95% CI 95% PI p I2 
Anger 52 -0.42*** [-0.59, -0.24] [-1.54, 0.70] < 0.001 81.40% 
Fear 46 -0.47*** [-0.66, -0.28] [-1.60, 0.66] < 0.001 82.07% 
Happiness 52 -0.45*** [-0.61, -0.28] [-1.51, 0.61] < 0.001 79.03% 
Sadness 48 -0.47*** [-0.65, -0.28] [-1.57, 0.64] < 0.001 80.87% 
Disgust 20 -0.41*** [-0.58, -0.24] [-0.89, 0.07] < 0.001 38.89% 
Surprise 19 -0.23** [-0.36, -0.10] [-0.36, -0.10] 0.001 0.00% 
Composite 22 -0.77*** [-1.03, -0.50] [-1.87, 0.33] < 0.001 77.56% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. 
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Results from the main meta-analyses on accuracy were summarised in Table 2.5. The 

pooled SMDs for group differences in recognition accuracy were significant across all six basic 

emotions: anger (N = 52, SMD = -0.42, 95% CI [-0.59, -0.24], 95% PI [-1.54, 0.70], p < 0.001, 

I2 = 81.40%), fear (N = 46, SMD = -0.47, 95% CI [-0.66, -0.28], 95% PI [-1.60, 0.66], p < 

0.001, I2 = 82.07%), happiness (N = 52, SMD = -0.45, 95% CI [-0.61, -0.28], 95% PI [-1.51, 

0.61], p < 0.001, I2 = 79.03%), sadness (N = 48, SMD = -0.47, 95% CI [-0.65, -0.28], 95% PI 

[-1.57, 0.64], p < 0.001, I2 = 80.87%), disgust (N = 20, SMD = -0.41, 95% CI [-0.58, -0.24], 

95% PI [-0.89, 0.07], p < 0.001, I2 = 38.89%), and surprise (N = 19, SMD = -0.23, 95% CI [-

0.36, -0.10], 95% PI [-0.36, -0.10], p = 0.001, I2 = 0.00%). Significant group differences in 

recognition accuracy were also observed for the six-emotion composite score (N = 22, SMD = 

-0.77, 95% CI [-1.03, -0.50], 95% PI [-1.87, 0.33], p < 0.001, I2 = 77.56%), as shown in Figure 

2.3. Depending on the emotion type, the pooled SMDs represented small (i.e., surprise), 

moderate (i.e., anger, fear, happiness, sadness, disgust), and large effects (i.e., composite), as 

can be seen in Figure 2.4. While heterogeneity was not observed for surprise, it was low for 

disgust but considerably high for anger, fear, happiness, sadness, and the composite. These 

results indicate that overall, the ASD group showed lower accuracy than the NT group in 

emotion recognition across all emotion types, and the size of these group differences varied by 

emotion type. Importantly, there was substantial heterogeneity across studies for most emotion 

types. Exploration for potential contributors to the observed high heterogeneity via moderator 

analyses is reported in Section 2.3.4. 



 81 

 

Figure 2. 3. Forest plot for six-emotion composite accuracy results. Twenty-two datasets 
contributed to this. The pooled SMDs indicated that the ASD groups performed worse than the 
NT groups, representing a large effect of -0.77 (95% CI [-1.03, -0.50]). The I2 shows that there 
is significant heterogeneity between studies (I2 = 77.56%).  

 

Figure 2. 4. Bar graph with means and 95% confidence interval error bars for the standardised 
mean difference (SMD) for each of the seven emotion categories. 

The influence of IQ matching on meta-analysis results 

 To examine the impact of IQ matching on the robustness of the results in the main meta-

analyses on accuracy, sensitivity analyses were performed on datasets that had implemented 
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full-scale IQ matching (on all tasks), nonverbal IQ matching (on all tasks), and verbal IQ 

matching (on verbal tasks only) for each emotion category (see Table 2.6 for full results).  

Table 2. 6. Results summary of sensitivity analyses on accuracy datasets with full-scale IQ 
matching and nonverbal IQ matching across both verbal and nonverbal tasks and verbal IQ 
matching on verbal tasks. 

 Emotion N SMD 95% CI 95% PI p I2 
Full-Scale IQ-Matched/ All Tasks 
 Anger 30 -0.28*** [-0.44, -0.12] [-0.93, 0.37] < 0.001 55.43% 
 Fear 26 -0.25** [-0.42, -0.08] [-0.91, 0.40] 0.003 55.73% 
 Happiness 27 -0.38*** [-0.57, -0.19] [-1.18, 0.41] < 0.001 64.04% 
 Sadness 23 -0.27** [-0.46, -0.07] [-1.00, 0.47] 0.007 61.87% 
 Disgust 13 -0.31** [-0.52, 0.11] [-0.80, 0.17] 0.002 38.42% 
 Surprise 13 -0.28*** [-0.44, -0.13] [-0.44, -0.13] < 0.001 0.00% 
 Composite 9 -0.79** [-1.31, -0.26] [-2.34, 0.77] 0.003 88.24% 
Nonverbal IQ-matched/ All Tasks 
 Anger 13 -0.35*** [-0.53, -0.17] [-0.67, -0.03] < 0.001 17.73% 
 Fear 17 -0.41*** [-0.62, -0.21] [-1.02, 0.19] < 0.001 48.22% 
 Happiness 15 -0.47*** [-0.64, -0.30] [-0.81, -0.13] < 0.001 20.21% 
 Sadness 11 -0.44** [-0.70, -0.18] [-1.11, 0.24] 0.001 55.21% 
 Disgust 9 -0.44** [-0.73, -0.14] [-1.17, 0.29] 0.004 59.22% 
 Surprise 7 -0.28** [-0.47, -0.08] [-0.47, -0.08] 0.005 0.00% 
 Composite 12 -0.86*** [-1.23, -0.49] [-2.05, 0.33] < 0.001 80.70% 

Verbal IQ-matched/ Verbal Tasks 
 Anger 17 -0.35*** [-0.51, -0.18] [-0.75, 0.05] < 0.001 28.58% 
 Fear 18 -0.39*** [-0.58, -0.20] [-0.93, 0.15] < 0.001 41.49% 
 Happiness 18 -0.42*** [-0.57, -0.28] [-0.65, -0.20] < 0.001 7.85% 
 Sadness 13 -0.35** [-0.55, -0.15] [-0.82, 0.12] 0.001 35.71% 
 Disgust 8 -0.39* [-0.69, -0.08] [-1.11, 0.34] 0.014 59.30% 
 Surprise 9 -0.27** [-0.45, -0.09] [-0.45, -0.09] 0.004 0.00% 
 Composite 11 -0.95*** [-1.39, -0.51] [-2.33, 0.43] < 0.001 83.74% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. As no FSIQ-matched datasets on nonverbal tasks were available 
for disgust, surprise, and the composite, further analyses on the role of FSIQ beyond verbal tasks (e.g., FSIQ-matching on nonverbal tasks) were precluded. 

 

 In the sensitivity analyses including datasets that employed full-scale IQ matching, the 

pooled SMDs remained significant for all emotions: anger (N = 30, SMD = -0.28, 95% CI [-

0.44, -0.12], 95% PI [-0.93, 0.37], p < 0.001, I2 = 55.43%), fear (N = 26, SMD = -0.25, 95% 

CI [-0.42, 0.08], 95% PI [-0.91, 0.40], p = 0.003, I2 = 55.73%), happiness (N = 27, SMD = -

0.38, 95% CI [-0.57, -0.19], 95% PI [-1.18, 0.41], p < 0.001, I2 = 64.04%), sadness (N = 23, 

SMD = -0.27, 95% CI [-0.46, -0.07], 95% PI [-1.00, 0.47], p = 0.007, I2 = 61.87%), disgust (N 

= 13, SMD = -0.31, 95% CI [-0.52, 0.11], 95% PI [-0.80, 0.17], p = 0.002, I2 = 38.42%), 

surprise (N = 13, SMD = -0.28, 95% CI [-0.44, -0.13], 95% PI [-0.44, -0.13], p < 0.001, I2 = 

0.00%), and the composite (N = 9, SMD = -0.79, 95% CI [-1.31, -0.26], 95% PI [-2.34, 0.77], 
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p = 0.003, I2 = 88.24%). In comparison with the main meta-analysis results, the size of the 

pooled SMDs decreased from moderate to small for anger, fear, happiness, sadness, and disgust 

after removing datasets without implementing full-scale IQ matching. The small effect for 

surprise and the large effect for the composite remained unchanged. Heterogeneity, although 

reduced, remained considerably high for anger, fear, happiness, and sadness, while the low 

heterogeneity for disgust and nil heterogeneity for surprise remained unchanged. Heterogeneity 

for the composite remained considerably high. These results indicate that, in comparison to the 

main meta-analysis results based on the full datasets, the sizes of the group differences were 

weakened when only including studies that matched groups on full-scale IQ. In addition, the 

reduced, yet high, heterogeneity observed here suggests that full-scale IQ matching may 

explain some of the variability across studies, but only to a certain extent.   

In the sensitivity analyses including datasets that employed nonverbal IQ matching, the 

pooled SMDs remained significant for all emotions: anger (N = 13, SMD = -0.35, 95% CI [-

0.53, -0.17], 95% PI [-0.67, -0.03], p < 0.001, I2 = 17.73%), fear (N = 17, SMD = -0.41, 95% 

CI [-0.62, -0.21], 95% PI [-1.02, 0.19], p < 0.001, I2 = 48.22%), happiness (N = 15, SMD = -

0.47, 95% CI [-0.64, -0.30], 95% PI [-0.81, -0.13], p < 0.001, I2 = 20.21%), sadness (N = 11, 

SMD = -0.44, 95% CI [-0.70, -0.18], 95% PI [-1.11, 0.24], p = 0.001, I2 = 55.21%), disgust (N 

= 9, SMD = -0.44, 95% CI [-0.73, -0.14], 95% PI [-1.17, 0.29], p = 0.004, I2 = 59.22%), surprise 

(N = 7, SMD = -0.28, 95% CI [-0.47, -0.08], 95% PI [-0.47, -0.08], p = 0.005, I2 = 0.00%), and 

the composite (N = 12, SMD = -0.86, 95% CI [-1.23, -0.49], 95% PI [-2.05, 0.33], p < 0.001, 

I2 = 80.70%). In comparison with the main meta-analysis results, the size of the pooled SMDs 

decreased from moderate to small for anger upon removing datasets without implementing 

nonverbal IQ matching. The small effect for surprise, moderate effects for fear, happiness, 

sadness, and disgust, and the large effect for the composite remained unchanged. Heterogeneity 

substantially reduced from high to low for anger, fear, and happiness but increased from low 
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to high for disgust. The nil heterogeneity for surprise and the high heterogeneity for sadness as 

well as the composite remained unchanged. These results indicate that nonverbal IQ matching 

may explain some of the variability across studies, but only for certain emotions. 

Given that verbal ability is required to label emotions in verbal tasks, sensitivity 

analyses examining the influence of verbal IQ matching were conducted on datasets of verbal 

tasks. The analyses showed that the pooled SMDs from VIQ-matched datasets using verbal 

tasks remained significant for all emotions: anger (N = 17, SMD = -0.35, 95% CI [-0.51, -0.18], 

95% PI [-0.75, 0.05], p < 0.001, I2 = 28.58%), fear (N = 18, SMD = -0.39, 95% CI [-0.58, -

0.20], 95% PI [-0.93, 0.15], p < 0.001, I2 = 41.49%), happiness (N = 18, SMD = -0.42, 95% CI 

[-0.57, -0.28], 95% PI [-0.65, -0.20], p < 0.001, I2 = 7.85%), sadness (N = 13, SMD = -0.35, 

95% CI [-0.55, -0.15], 95% PI [-0.82, 0.12], p = 0.001, I2 = 35.71%), disgust (N = 8, SMD = -

0.39, 95% CI [-0.69, -0.08], 95% PI [-1.11, 0.34], p = 0.014, I2 = 59.30%), surprise (N = 9, 

SMD = -0.27, 95% CI [-0.45, -0.091], 95% PI [-0.45, 0.09], p = 0.004, I2 = 0.00%), and the 

composite (N = 11, SMD = -0.95, 95% CI [-1.39, -0.51], 95% PI [-2.33, 0.43], p < 0.001, I2 = 

83.74%). In comparison with the main meta-analysis results, the sizes of the pooled SMDs for 

anger, fear, sadness, and disgust decreased from moderate to small upon removing datasets 

without implementing verbal IQ matching. The effect for the composite was particularly 

strengthened and remained large, while the small effect for surprise and moderate effect for 

happiness remained unchanged. Heterogeneity substantially reduced from high to low for 

anger, fear, happiness, and sadness but increased from low to high for disgust. The nil 

heterogeneity for surprise and high heterogeneity for the composite remained unchanged. 

These results indicate that verbal IQ matching for verbal tasks may explain the variability 

across studies for most emotions. 

Overall, these three sets of sensitivity analyses confirmed the robustness of the results 

of the main meta-analyses on accuracy: the pooled SMDs for group differences in recognition 
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accuracy remained significant across all six basic emotions and the composite after the removal 

of datasets without IQ matching. The magnitude of group differences in emotion recognition 

was, nevertheless, weakened for most emotions when groups were matched on full-scale IQ 

(anger, fear, happiness, sadness, and disgust) and verbal IQ (anger, fear, sadness, and disgust), 

but remained relatively unchanged with nonverbal IQ matching (except for anger). Notably, 

group differences were particularly strengthened for the composite upon verbal IQ matching. 

Moreover, whether groups were matched on IQ appears to be important sources of variability 

across studies for anger, fear, happiness, and sadness, with verbal IQ matching showing a 

greater contribution above and beyond that by nonverbal and full-scale IQ matching. 

2.3.3.2. Group differences in emotion recognition response time 

Table 2. 7. Results summary of main meta-analyses on response times datasets. 

Emotion N SMD 95% CI 95% PI p I2 
Anger 18 0.45* [0.02, 0.88] [-1.34, 2.24] 0.041 93.08% 
Fear 17 0.57* [0.07, 1.07] [-1.48, 2.62] 0.026 94.46% 
Happiness 18 0.33 [-0.26, 0.91] [-2.17, 2.77] 0.271 96.09% 
Sadness 12 0.70* [0.08, 1.32] [-1.37, 2.88] 0.027 95.57% 
Disgust 2 0.14 [-0.89, 1.17] [-1.56, 1.83] 0.794 85.10% 
Surprise 3 0.37 [-0.33, 1.08] [-0.88, 1.62] 0.300 71.17% 
Composite 3 0.45* [0.09, 0.81] [0.07, 0.85] 0.014 0.00% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. 

 

The pooled SMDs for group differences in recognition response time were significant 

and represented moderate effects for anger (N = 18, SMD = 0.45, 95% CI [0.02, 0.88], 95% PI 

[-1.34, 2.24], p = 0.041, I2 = 93.08%), fear (N = 17, SMD = 0.57, 95% CI [0.07, 1.07], 95% PI 

[-1.48, 2.62], p = 0.026, I2 = 94.46%), sadness (N = 12, SMD = 0.70, 95% CI [0.08, 1.32], 95% 

PI [-1.37, 2.88], p = 0.027, I2 = 95.57%), and the composite (N = 3, SMD = 0.45, 95% CI [0.09, 

0.81], 95% PI [0.07, 0.85], p = 0.014, I2 = 0.00%). Heterogeneity was not observed for the 

composite but was substantially high for anger, fear, and sadness. The group differences in 

recognition response time, however, did not reach significance for happiness, disgust, and 

surprise (see Table 2.7 for full results). These results indicate that the ASD group was generally 
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slower than the NT group at recognising anger, fear, sadness, and the composite emotions, with 

substantial amount of heterogeneity across studies. The two groups, nevertheless, showed 

comparable response time when recognising emotions of happiness, disgust, and surprise. 

2.3.4. Moderator analyses 

The following moderator analyses were only performed on recognition accuracy, but 

not on response time (due to limited data available).  

2.3.4.1. Age 

Table 2. 8. Results summary of meta-regressions on accuracy datasets with age (mean age of 
the ASD groups) as a moderator across the seven emotion categories, respectively. 

Emotion N β (SE) QM  p R2 I2 
Anger 52 0.00 (0.01) 0.13 0.723 0.00% 81.40% 
Fear 46 0.00 (0.01) 0.13 0.716 0.00% 82.07% 
Happiness 52 0.01 (0.01) 0.51 0.473 0.00% 79.03% 
Sadness 48 0.01 (0.01) 1.10 0.294 0.48% 80.87% 
Disgust 20 -0.01 (0.01) 1.31 0.252 7.04% 38.89% 
Surprise 19 -0.01 (0.01) 0.70 0.401 0.00% 0.00% 
Composite 22 -0.05 (0.01) 16.22*** < 0.001 57.43% 77.56% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. 

 

Meta-regressions revealed that age (i.e., mean age of the ASD groups) was a significant 

predictor of the magnitude of the pooled SMD for the composite (N = 22, QM (1) = 16.22, p < 

0.001), accounting for 57.43% of the variability in the difference in SMDs among studies. As 

seen in Figure 2.5, age was negatively associated with the SMDs for the composite (β = -0.05, 

SE = 0.01): the older the participants with ASD, the greater difference in their recognition 

accuracy of the composite emotions relative to that in NT participants. Age was, however, not 

a significant predictor for the recognition of other emotions (see Table 2.8 for full results). 

These results suggest that the group difference increases with age for the composite measure, 

but not for the individual emotions. 
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Figure 2. 5. Meta-regression scatterplot showing the standardised mean difference of the 
individual studies plotted against the mean age of the respective ASD group for the composite. 
Each point represents a study. The radius of the points is drawn proportional to the inverse of 
the standard errors (i.e., the precision of the effect estimates with larger/more precise studies 
shown as larger points). The predicted average standardised mean difference as a function of 
age is shown as the fitted regression line with corresponding 95% confidence interval bounds. 

2.3.4.2. IQ 

Separate meta-regressions across all the available datasets revealed that full-scale IQ, 

verbal IQ, and nonverbal IQ (i.e., mean standard scores of the ASD groups) were not significant 

moderators of the magnitude of the pooled SMDs for any of the seven emotion types (see Table 

2.9 for full results). These results indicate that group differences in emotion recognition 

accuracy were not moderated by full-scale IQ, verbal IQ, or nonverbal IQ.  
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Table 2. 9. Results summary of meta-regressions on accuracy datasets with full-scale IQ, 
verbal IQ, and nonverbal IQ (mean standard scores of the ASD groups) as a moderator across 
the seven emotion categories, respectively. 

 Emotion N β (SE) QM  p R2 I2 
Full-Scale IQ 
 Anger 40 0.03 (0.02) 2.40 0.121 4.10% 80.88% 
 Fear 35 0.02 (0.02) 0.87 0.352 0.00% 80.95% 
 Happiness 38 -0.01 (0.02) 0.19 0.664 0.00% 83.46% 
 Sadness 35 0.01 (0.02) 0.47 0.494 0.00% 79.32% 
 Disgust 15 0.01 (0.02) 0.29 0.593 0.00% 29.11% 
 Surprise 15 0.01 (0.02) 0.44 0.507 0.00% 0.00% 
 Composite 12 -0.01 (0.05) 0.02 0.881 0.00% 85.93% 

Verbal IQ 
 Anger 20 0.05 (0.03) 2.51 0.114 11.04% 85.31% 
 Fear 20 0.01 (0.02) 0.20 0.656 0.00% 67.84% 
 Happiness 23 0.01 (0.02) 0.47 0.492 0.00% 84.16% 
 Sadness 20 0.02 (0.03) 0.68 0.408 0.00% 81.52% 
 Disgust 9 0.02 (0.03) 0.64 0.424 0.00% 45.67% 
 Surprise 11 0.00 (0.02) 0.00 0.947 0.00% 0.00% 
 Composite 11 -0.01 (0.03) 0.03 0.874 0.00% 83.48% 

Nonverbal IQ 
 Anger 20 0.02 (0.03) 0.45 0.503 0.00% 85.17% 
 Fear 19 0.00 (0.02) 0.01 0.924 0.00% 65.87% 
 Happiness 20 -0.02 (0.02) 0.51 0.475 0.00% 84.33% 
 Sadness 18 -0.01 (0.03) 0.09 0.759 0.00% 82.26% 
 Disgust 11 0.00 (0.02) 0.00 0.961 0.00% 54.10% 
 Surprise 11 0.01 (0.02) 0.12 0.731 0.00% 12.16% 
 Composite 10 -0.03 (0.05) 0.40 0.525 0.00% 82.98% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. 

The influence of IQ matching on meta-regression results 

 To examine the impact of IQ matching on the robustness of the meta-regression results 

regarding IQ as shown above, sensitivity analyses were carried out on datasets that had 

implemented full-scale, verbal, or nonverbal IQ matching for each emotion category (see Table 

2.10 for full results).  

Table 2. 10. Results summary of sensitivity analyses on accuracy with full-scale IQ, verbal IQ, 
and nonverbal IQ as moderators across the seven emotion categories, after removing datasets 
without undertaking full-scale IQ matching, verbal IQ matching, and nonverbal IQ matching, 
respectively. 

 Emotion N β (SE) QM  p R2 I2 

Full-Scale IQ on Full-Scale IQ-Matched 

 Anger 28 0.02 (0.02) 1.54 0.214 4.91% 53.37% 

 Fear 23 0.01 (0.02) 0.18 0.672 0.00% 52.46% 

 Happiness 24 0.00 (0.02) 0.03 0.859 0.00% 68.85% 

 Sadness 21 0.00 (0.02) 0.07 0.791 0.00% 60.30% 

 Disgust 11 0.00 (0.02) 0.00 0.967 0.00% 40.05% 
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 Surprise 11 0.01 (0.02) 0.41 0.521 0.00% 0.00% 

 Composite 8 -0.03 (0.07) 0.18 0.670 0.00% 89.36% 

Verbal IQ on Verbal IQ-Matched 

 Anger 12 0.02 (0.02) 1.23 0.267 21.38% 20.32% 

 Fear 14 0.00 (0.02) 0.04 0.840 0.00% 28.47% 

 Happiness 15 -0.03 (0.01) 5.68* 0.017 100.00% 0.00% 

 Sadness 12 -0.01 (0.02) 0.13 0.719 0.00% 25.62% 

 Disgust 6 -0.01 (0.05) 0.03 0.858 0.00% 58.56% 

 Surprise 7 -0.01 (0.03) 0.27 0.606 0.00% 0.005% 

 Composite 6 0.00 (0.06) 0.00 0.993 0.00% 89.62% 

Nonverbal IQ on Nonverbal IQ-Matched 

 Anger 10 0.04 (0.03) 1.90 0.053 26.64% 31.90% 

 Fear 12 -0.01 (0.02) 0.25 0.168 0.00% 49.86% 

 Happiness 11 -0.01 (0.02) 0.70 0.618 0.00% 44.94% 

 Sadness 8 0.02 (0.04) 0.23 0.402 0.00% 65.17% 

 Disgust 8 0.00 (0.04) 0.01 0.631 0.00% 64.96% 

 Surprise 6 0.02 (0.03) 0.88 0.924 0.00% 0.00% 

 Composite 6 -0.21 (0.11) 3.73 0.349 40.47% 79.24% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. 

In the sensitivity analyses including datasets that employed full-scale IQ matching and 

nonverbal IQ matching, full-scale IQ and nonverbal IQ remained as a nonsignificant predictor 

of the magnitude of the pooled SMDs for all emotions. 

In the sensitivity analyses including datasets that employed verbal IQ matching, verbal 

IQ was a significant predictor of the magnitude of the pooled SMDs for happiness (N = 15, QM 

(1) = 5.68, p = 0.017), but not for other emotions. The negative association between verbal IQ 

and the SMDs for happiness (β = -0.03, SE = 0.01) indicated that the higher the verbal IQ of 

the participants with ASD, the lower the SMDs (i.e., poorer recognition accuracy of happiness 

in the ASD group relative to the NT group) (see Figure 2.6 for a scatter plot).  
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Figure 2. 6. Scatter plot showing the SMD of the individual studies plotted against the mean 
verbal IQ score of the respective ASD group for happiness in datasets that implemented verbal 
IQ matching between groups. Each point represents a study. The radius of the points is drawn 
proportional to the inverse of the standard errors (i.e., the precision of the effect estimates with 
larger/more precise studies shown as larger points). The predicted average standardised mean 
difference as a function of verbal IQ is shown as the fitted regression line with corresponding 
95% confidence interval bounds. 

2.3.4.3. Stimulus domain  

Subgroup analyses were performed on human face, nonhuman face, speech prosody, 

and music domains separately for each emotion type (see Table 2.11 for full results). 

Table 2. 11. Results summary for within-subgroup analyses and between-subgroup 
comparisons across domains. 

Emotion Moderator N SMD 95% CI 95% PI Q p I2 

Anger      4.66 0.098  

 Human face 43 -0.47*** [-0.68, -0.27] [1.68, 0.73]  < 0.001 84.26% 

 Nonhuman face 3 -0.11 [-0.49, 0.28] [-0.53, 0.31]  0.591 6.09% 

 Speech prosody 12 -0.34* [-0.64, -0.03] [-1.26, 0.59]  0.030 74.48% 

Fear      0.01 0.994  

 Human face 41 -0.47*** [-0.68, -0.26] [-1.69, 0.74]  < 0.001 84.26% 

 Speech prosody 6 -0.22 [-0.86, 0.43] [-1.83, 1.39]  0.508 91.29% 

 Music 2 -0.50* [-0.92, -0.08] [-0.92, -0.08]  0.021 0.00% 

Happiness      1.47 0.481  
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 Human face 41 -0.47*** [-0.66, -0.27] [-1.57, 0.64]  < 0.001 81.36% 

 Nonhuman face 3 0.34 [-0.74, 1.43] [-1.71, 2.40]  0.535 86.85% 

 Speech prosody 12 -0.52*** [-0.76, -0.28] [-1.16, 0.13]  < 0.001 57.90% 

 Music 2 -0.32 [-0.86, 0.23] [-1.04, 0.41]  0.252 38.73% 

Sadness      1.91 0.384  

 Human face 37 -0.48*** [-0.71, -0.26] [-1.72, 0.75]  < 0.001 85.19% 

 Speech prosody 14 -0.16 [-0.50, 0.19] [-1.34, 1.03]  0.372 81.58% 

 Music 2 -0.63** [-1.06, -0.21] [-1.06, -0.21]  0.004 0.00% 

Disgust      0.61 0.435  

 Human face 19 -0.40*** [-0.57, -0.23] [-0.89, 0.10]  < 0.001 40.73% 

 Speech prosody 2 -0.93*** [-1.40, -0.46] [-1.40, -0.46]  < 0.001 0.00% 

Surprise         

 Human face 19 -0.23** [-0.36, -0.10] [-0.36, -0.10]  0.001 0.00% 

Composite      0.15 0.696  

 Human face 20 -0.72*** [-0.95, -0.49] [-1.57, 0.13]  < 0.001 67.76% 

 Speech prosody 6 -0.63 [-1.38, 0.23] [-2.49, 1.23]  0.097 87.33% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. Not all domains had available datasets for each of the emotion 
categories. Domain subgroup comparisons were precluded for surprise, due to the limited datasets available for domains other than human faces 

 

For studies on emotion recognition in human faces, subgroup analyses revealed that the 

ASD groups were significantly worse than NT controls across all emotions: anger (N = 43, 

SMD = -0.47, 95% CI [-0.68, -0.27], 95% PI [1.68, 0.73], p < 0.001, I2 = 84.26%), fear (N = 

41, SMD = -0.47, 95% CI [-0.68, -0.26], 95% PI [-1.69, 0.74], p < 0.001, I2 = 84.26%), 

happiness (N = 41, SMD = -0.47, 95% CI [-0.66, -0.27], 95% PI [-1.57, 0.64], p < 0.001, I2 = 

81.36%), sadness (N = 37, SMD = -0.48, 95% CI [-0.71, -0.26], 95% PI [-1.72, 0.75], p < 

0.001, I2 = 85.19%), disgust (N = 19, SMD = -0.40, 95% CI [-0.57, -0.23], 95% PI [-0.89, 

0.10], p < 0.001, I2 = 40.73%), surprise (N = 19, SMD = -0.23, 95% CI [-0.36, -0.10], 95% PI 

[-0.36, -0.10], p = 0.001, I2 = 0.00%), and the composite (N = 20, SMD = -0.72, 95% CI [-0.95, 

-0.49], 95% PI [-1.57, 0.13], p < 0.001, I2 = 67.76%). The pooled SMDs represented small (i.e., 

surprise), moderate (i.e., anger, fear, happiness, sadness, disgust), and large effects (i.e., 

composite). The results for disgust and surprise were associated with low heterogeneity, 

whereas the results for the other emotions were associated with high heterogeneity. These 

results suggest that, for studies investigating human faces alone, group differences were 
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statistically significant across all emotions: (a) the ASD group showed lower recognition 

accuracy compared to the NT group across all seven emotion types; (b) the size of these group 

differences varied by emotion type; and (c) substantial heterogeneity across studies remained 

for most emotions. 

In contrast to the above results on human faces, no significant group differences were 

found in the nonhuman face subgroup analyses for emotions with sufficient datasets, including 

anger (N = 3, SMD = -0.11, 95% CI [-0.49, 0.28], 95% PI [-0.53, 0.31], p = 0.591, I2 = 6.09%) 

and happiness (N = 3, SMD = 0.34, 95% CI [-0.74, 1.43], 95% PI [-1.71, 2.40], p = 0.535, I2 = 

86.85%). These results indicate that group differences were not evident in studies investigating 

nonhuman faces alone, where the ASD and NT groups showed comparable accuracy in the 

recognition of anger and happiness, specifically. 

Within the auditory modality, mixed results were obtained from the speech prosody 

subgroup analyses. The ASD groups were significantly worse than NT controls at recognition 

of anger (N = 12, SMD = -0.34, 95% CI [-0.64, -0.03], 95% PI [-1.26, 0.59], p = 0.030, I2 = 

74.48%), happiness (N = 12, SMD = -0.52, 95% CI [-0.76, -0.28], 95% PI [-1.16, 0.13], p < 

0.001, I2 = 57.90%), and disgust (N = 2, SMD = -0.93, 95% CI [-1.40, -0.46], 95% PI [-1.40, -

0.46], p < 0.001, I2 = 0.00%) in speech prosody. These significant pooled SMDs represented 

small (i.e., anger), moderate (i.e., happiness), and large effects (i.e., disgust). While no 

heterogeneity was observed for disgust, results for anger and happiness were associated with 

high heterogeneity. The pooled SMDs for fear, sadness, and the composite, however, did not 

reach significance, while no datasets on surprise were available precluding analysis. These 

results indicate that, for studies investigating speech prosody alone, lower accuracy by the ASD 

group compared to the NT group was consistently found in the recognition of anger, happiness, 

and disgust, with the size of these group differences and amount of heterogeneity varying by 
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emotion type. By contrast, the ASD and NT groups showed comparable accuracy in the 

recognition of fear, sadness, and the composite.  

Similar to the speech domain, mixed results were obtained from the music subgroup 

analyses. The ASD groups were significantly worse than NT controls at recognising fear (N = 

2, SMD = -0.50, 95% CI [-0.92, -0.08], 95% PI [-0.92, -0.08], p = 0.021, I2 = 0.00%) and 

sadness (N = 2, SMD = -0.63, 95% CI [-1.06, -0.21], 95% PI [-1.06, -0.21], p = 0.004, I2 = 

0.00%) in music. The pooled SMD for happiness was, however, not significant, while there 

were no available datasets for anger, disgust, surprise, nor the composite. These results indicate 

that, for studies investigating music alone, lower accuracy by the ASD group compared to the 

NT group was consistently found in the recognition of fear and sadness, both with a moderate 

effect size and no heterogeneity across studies. By contrast, the ASD and NT groups showed 

comparable accuracy in the recognition of happiness in music.  

The test for subgroup differences revealed that the pooled SMDs did not differ 

significantly across human faces, speech prosody, nonhuman faces, and music for any of the 

emotions (see Table 2.11 for full results). It should, however, be noted that subgroup 

comparison was not available for surprise due to a lack of datasets on domains other than 

human faces. Subgroup comparison incorporating all four domains was only feasible for 

happiness, with significant group differences observed for human faces and speech prosody, 

but not for nonhuman faces or music (see Figure 2.7 for forest plots).  

.  
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Figure 2. 7. Forest plots for happiness results by domain subgroup. This was the only emotion 
category that assessed all of the domains of interest. Forty-one datasets contributed to the 
human face subgroup, seven datasets to the speech prosody subgroup, two datasets to the 
nonhuman face subgroup, and two datasets to the music subgroup. The pooled SMDs was 
statistically significant for human faces and speech prosody with moderate effects but not for 
music and nonhuman faces. The test for subgroup differences however showed that the pooled 
SMDs did not differ significantly across subgroups. 
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2.3.4.4. Task demand 

Subgroup analyses were done on verbal and nonverbal tasks separately for each 

emotion type (see Table 2.12 for full results).  

Table 2. 12. Results summary for within-subgroup analyses and between-subgroup 
comparisons across task demands. 

Emotion Moderator N SMD 95% CI 95% PI Q p I2 
Anger      0.32 0.573  
 Verbal 47 -0.44*** [-0.62, -0.27] [-1.49, 0.61]  < 0.001 79.75% 
 Nonverbal 7 -0.34 [-0.97, 0.28] [-2.00, 1.32]  0.286 88.51% 
Fear      25.38*** < 0.001  
 Verbal 45 -0.50*** [-0.68, -0.32] [-1.54, 0.55]  < 0.001 79.56% 
 Nonverbal 3 -0.14 [-1.06, 0.78] [-1.91, 1.64]  0.770 91.61% 
Happiness      1.49 0.222  
 Verbal 47 -0.49*** [-0.66, -0.32] [-1.50, 0.52]  < 0.001 77.85% 
 Nonverbal 7 -0.08 [-0.57, 0.42] [-1.34, 1.18]  0.760 81.89% 
Sadness      0.17 0.685  
 Verbal 45 -0.48*** [-0.66, -0.31] [-1.52, 0.55]  < 0.001 78.88% 
 Nonverbal 6 -0.43 [-1.10, 0.24] [-2.07, 1.21]  0.260 87.06% 
Disgust         
 Verbal 20 -0.41*** [-0.58, -0.24] [-0.89, 0.07]  < 0.001 38.89% 
 Nonverbal 2 -0.53** [-0.83, -0.23] [-0.83, -0.23]  0.001 0.00% 
Surprise         
 Verbal 19 -0.23** [-0.36, -0.10] [-0.36, -0.10]  0.001 0.00% 
Composite         
 Verbal 22 -0.77*** [-1.03, -0.50] [-1.87, 0.33]  < 0.001 77.56% 

Note. * p < 0.05, ** p < 0.01, *** p < 0.001; significant results are highlighted using bold font. Not all task demands had available datasets for each of the emotion 
categories. Task demand subgroup comparisons were precluded for disgust, surprise, and the composite, due to the limited datasets available for nonverbal tasks 
and prioritisation of multiple datasets from the same sample. 

 

For verbal tasks, the pooled SMDs for group differences in recognition accuracy were 

significant across all emotions: anger (N = 47, SMD = -0.44, 95% CI [-0.62, -0.27], 95% PI [-

1.49, 0.61], p < 0.001, I2 = 79.75%), fear (N = 45, SMD = -0.50, 95% CI [-0.68, -0.32], 95% 

PI [-1.54, 0.55], p < 0.001, I2 = 79.56%), happiness (N = 47, SMD = -0.49, 95% CI [-0.66, -

0.32], 95% PI [-1.50, 0.52], p < 0.001, I2 = 77.85%), sadness (N = 45, SMD = -0.48, 95% CI 

[-0.66, -0.31], 95% PI [-1.52, 0.55], p < 0.001, I2 = 78.88%), disgust (N = 20, SMD = -0.41, 

95% CI [-0.58, -0.24], 95% PI [-0.89, 0.07], p < 0.001, I2 = 38.89%), surprise (N = 19, SMD = 

-0.23, 95% CI [-0.36, -0.10], 95% PI [-0.36, -0.10], p = 0.001, I2 = 0.00%), and the composite 

(N = 22, SMD = -0.77, 95% CI [-1.03, -0.50], 95% PI [-1.87, 0.33], p < 0.001, I2 = 77.56%). 

These results were associated with small (i.e., surprise), moderate (i.e., anger, fear, happiness, 
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sadness, disgust), and large effects (i.e., composite). While heterogeneity was not observed for 

surprise, it was low for disgust and high for anger, fear, happiness, sadness, and the composite. 

Thus, focusing on studies employing a verbal task, subgroup analyses suggested significant 

group differences across all emotion types: (a) the ASD group showed lower accuracy than the 

NT group; (b) the sizes of these group differences varied by emotion type; and (c) substantial 

heterogeneity remained for most emotions.  

For nonverbal tasks, the pooled SMDs for group differences in recognition accuracy 

were only significant for disgust, with a moderate effect and no heterogeneity (N = 2, SMD = 

-0.53, 95% CI [-0.83, -0.23], 95% PI [-0.83, -0.23], p = 0.001, I2 = 0.00%). No significant 

group differences were found for anger, fear, happiness, or sadness, while no datasets were 

available for surprise or the composite precluding analysis. These results indicate that, for 

nonverbal tasks, the ASD group performed worse than the NT group only for recognition of 

disgust, but not for recognition of anger, fear, happiness, or sadness.  

The tests for subgroup differences revealed that the pooled SMDs differed between 

verbal and nonverbal tasks only for fear (Q(1) = 25.38, p < 0.001), but not for anger, happiness, 

or sadness (see Table 2.12 for full results). Due to the limited datasets available for nonverbal 

tasks relating to surprise and the composite and prioritisation of multiple datasets from the 

same sample for disgust, subgroup comparisons were precluded for these emotions.  

2.3.5. Publication bias 

The Egger’s test identified significant potential bias in the studies contributing to the 

pooled SMDs for fear (z = -4.10, p < 0.0001) and the composite (z = -2.60, p = 0.009), but not 

for anger (z = -1.26, p = 0.207), happiness (z = -0.47, p = 0.635), sadness (z = -1.67, p = 0.095), 

disgust (z = -0.75, p = 0.453), or surprise (z = -0.47, p = 0.637). For fear, an estimated number 

of one study was missing on the right side of the funnel plot. A trim-and-fill procedure 

corrected the observed pooled SMD in the meta-analysis to -0.44 (95% CI [-0.65, -0.22], 95% 
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PI [-1.77, 0.90], p < 0.001), which remained significant albeit with non-significant results in 

the test of null hypothesis that the number of missing studies is zero (p = 0.250). For the 

composite, the test of null hypothesis that the number of missing studies is zero was significant 

(p = 0.016). An estimated number of five studies were missing on the right side of the funnel 

plot (Figure 2.8). The trim-and-fill imputed mean effect for the composite remained significant 

with the observed pooled SMD corrected to -0.53 (95% CI [-0.84, -0.22], 95% PI [-2.02, 0.96], 

p = 0.001).  

 

Figure 2. 8. Funnel plot of studies included in the meta-analysis for the composite. Black dots 
indicate observed studies and white dots indicate imputed studies correcting for funnel plot 
asymmetry. 

2.4. Discussion 

The current systematic review and meta-analysis evaluated the recognition of six basic 

emotions and their composite in ASD relative to typical development, across domains of 

human and nonhuman faces, speech prosody, and music, while identifying a number of 

potential moderating factors (age, IQ, domain, and task demand) that might have contributed 

to the mixed findings in the literature.  
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Combining non-overlapping datasets across the four domains, the main meta-analyses 

suggested emotion recognition impairments across all emotions in the ASD group, who also 

showed longer response times than NT controls for anger, fear, sadness, and the composite. 

Sensitivity analyses confirmed the robustness of the observed impairments in emotion 

recognition accuracy, as significant group differences remained for all emotions after removing 

datasets without implementing IQ matching. Nevertheless, the magnitude of these group 

differences was weakened for a subset of emotions across datasets with full-scale IQ matching 

(i.e., anger, fear, happiness, sadness, and disgust) and verbal IQ matching (i.e., anger, fear, 

sadness, and disgust), but less so for nonverbal IQ matching (i.e., anger). This indicates that 

while group differences in emotion recognition accuracy are not due to an absence of IQ 

matching, the magnitude of these differences could have been inflated due to the lack of IQ 

matching.  

Moderator analyses indicated that age predicted the magnitude of group differences for 

the composite (but not for the individual emotions): the older the participants, the more 

pronounced the group differences. Domain was another significant moderator, as autistic 

individuals showed impaired recognition accuracy compared to controls across all emotions 

with human faces, but only for particular emotions with speech prosody (i.e., anger, happiness, 

and disgust) and music (i.e., fear and sadness), while no impairment was observed with 

nonhuman faces. Task demands also modulated group differences, with verbal tasks revealing 

group differences across all emotions and nonverbal tasks suggesting impairment of the ASD 

group for the recognition of disgust only. Finally, moderator analyses suggested no significant 

moderating effect of full-scale IQ, verbal IQ, and nonverbal IQ on group differences for any of 

the emotions. The nil effect of these IQ measures remained for datasets that had undertaken IQ 

matching, though there was one exception where verbal IQ significantly predicted the 

magnitude of group differences for happiness when focusing on verbal-IQ-matched datasets. 
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Specifically, the higher the verbal IQ of the ASD group, the more prominent the group 

differences when recognising happiness. These findings will be further discussed in the 

subsections below. 

2.4.1. Age-related factors 

The current finding of more pronounced impairments in adults for the composite has 

been described in Harms et al. (2010). Indeed, cross-sectional literature shows a lack of 

improvement in emotion recognition skills in ASD beyond late childhood, whereas maturation 

of skills continues through adulthood in typical development (Rump et al., 2009; Uono et al., 

2011). In the present work, the age effect was only seen in the composite measure, which 

reflects greater task complexity as sophisticated categorical skills are required to distinguish 

all six basic emotions. The focus on the composite score also explains the discrepancy in the 

age effect between the current and prior reviews. In prior reviews, the overall measure 

comprised any numbers or combinations of emotions examined in the individual studies 

(Lozier et al., 2014; Uljarevic & Hamilton, 2013), which may reflect a reduced task complexity 

as fewer emotions were involved. As a result, no age effects were observed on the overall 

measures in prior reviews (Lozier et al., 2014; Uljarevic & Hamilton, 2013). Nevertheless, the 

age effects were found for individual emotions including fear, sadness, and disgust in Lozier 

et al. (2014), where the data came from studies that examined all six emotions. Thus, it is 

plausible that studies involving more emotions are more sensitive in revealing the age effects 

on differences between the ASD and NT groups.  

In addition, research on the development of emotion recognition skills suggests that 

children generally achieve adult-level performance with prototypical expressions around 10-

11 years of age across domains (Bruce et al., 2000; Chronaki et al., 2015; Mondloch et al., 

2003; Tonks et al., 2007; Van Lancker et al., 1989; Vidas et al., 2018). However, the 

recognition of more subtle expressions requires considerable improvement in proficiency 
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beyond this age (Chronaki et al., 2015; Rump et al., 2009). Given children with ASD have 

stronger preference for non-social over social stimuli (Gale et al., 2019) and musical over 

speech stimuli (Blackstock, 1978), as well as their lack of social motivation (Chevallier et al., 

2012), it might be the case that they are not exposed to enough opportunities to develop and 

harness sophisticated emotional understanding like NT children do throughout adolescence and 

adulthood. Future longitudinal studies are needed to track the emotional development in 

autistic individuals, so effective interventions can be employed to increase emotional skills in 

ASD (Vogan et al., 2018). 

2.4.2. IQ-related factors 

Sensitivity analyses conducted on datasets undertaken full-scale/verbal/nonverbal IQ 

matching confirmed the robustness of the main meta-analysis results by showing that the group 

differences for all emotions remained significant. However, weakened magnitudes of group 

differences were observed for the majority of emotions among datasets with full-scale IQ 

matching (i.e., anger, fear, happiness, sadness, and disgust) and verbal IQ matching (i.e., anger, 

fear, sadness, and disgust), but less so for datasets with nonverbal IQ matching (i.e., anger). 

This indicates that matching groups on IQ could lower the magnitude of the observed group 

differences as well as reduce heterogeneity across studies. Thus, it is important for future 

studies to incorporate IQ matching procedures in the design, in order to provide more precise 

estimates of group effects on emotion recognition performance that are not influenced by 

differences in IQ between the ASD and NT groups. 

In the moderator analyses regarding IQ, the meta-regressions on all available datasets 

corroborate previous meta-analytic works in failing to detect effects of full-scale IQ and verbal 

IQ on group differences for all emotions (Lozier et al., 2014; Uljarevic & Hamilton, 2013). 

Additionally, the current results suggested no significant effects of nonverbal IQ on group 

differences across studies. Focusing on datasets that matched groups on full-scale/ 
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verbal/nonverbal IQ, sensitivity analyses still suggested non-significant effects of IQ on group 

differences across all emotions with only one exception – the higher verbal IQ of participants 

with ASD, the larger group differences in the recognition of happiness. These findings indicate 

that the magnitude of group differences in emotion recognition is largely unrelated to the 

intellectual level of autistic individuals. It should, however, be noted that this lack of IQ effect 

does not imply an absent relationship between IQ and emotion recognition in absolute terms; 

in other words, it does not mean that autistic individuals who have lower IQ perform similarly 

to autistic individuals who have higher IQ. Rather, these results indicate that the difference in 

performance between autistic individuals and their NT counterparts is largely unaffected by IQ 

differences in relative terms.  

The effects of IQ on emotion recognition have predominantly been studied in absolute 

terms but rarely in relative terms in the autism literature. Among the limited studies 

investigating the relative effects of IQ on emotion recognition, Rommelse et al. (2015) found 

that group differences in performance on social cognition tasks (encompassing face 

recognition, facial and prosodic emotion recognition) were larger for autistic individuals who 

had higher full-scale IQ in comparison to autistic individuals who had lower full-scale IQ. The 

present finding of a lack of IQ effects across studies, thus, stands in contrast to the findings of 

Rommelse et al. (2015) – except for the observation of more prominent impairments for the 

recognition of happiness in autistic individuals who have higher verbal IQ when the groups are 

matched on this measure. It is particularly curious as to why such effects were only observed 

for happiness but not for other emotions across studies. Notably, in Rommelse et al. (2015), 

the ASD and NT groups were carefully matched on full-scale IQ, verbal IQ, nonverbal IQ, as 

well as verbal-nonverbal IQ discrepancy. The lack of IQ effects in previous reviews (Lozier et 

al., 2014; Uljarevic & Hamilton, 2013) and the present work may be explained by the potential 

confounds of verbal-nonverbal IQ discrepancy between ASD and NT groups, since IQ 
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matching (mostly) did not influence the moderating role of IQ in the present findings. Given 

the substantial variability in cognitive profiles in ASD (Nowell et al., 2015; Tager-Flusberg & 

Joseph, 2003), it is plausible that different cognitive profiles influence performance in different 

ways such that individuals with discrepantly higher verbal IQ may make use of verbal abilities 

to succeed on labelling tasks, while performance may be hindered in individuals with 

discrepantly lower verbal IQ. For example, within the same pair of ASD and NT participants, 

despite having the same verbal IQ score, if the participant with ASD had a verbal > nonverbal 

IQ profile and the NT participant had a nonverbal > verbal IQ profile, the participant with ASD 

may be able to use their verbal ability to compensate for their emotion recognition difficulties 

and perform comparably to their NT counterparts. By contrast, if the participant with ASD had 

a nonverbal > verbal IQ profile while the NT participant had a verbal > nonverbal IQ profile, 

the participant with ASD may not be as readily able to make use of their verbal ability as a 

compensatory strategy and thus perform worse than their NT counterparts. The separate effects 

of full-scale IQ, verbal IQ, and nonverbal IQ on group differences may not fully account for 

the potential effects of verbal-nonverbal IQ discrepancy. As research investigating the effects 

of IQ on group differences in relative terms is limited, more research is warranted. Future 

research should also consider the intertwining relationship between verbal-nonverbal IQ 

discrepancy matching and IQ characteristics on emotion recognition in autistic individuals 

relative to NT individuals. This area of research has important implications for clinical practice 

if autistic individuals who have higher IQ indeed have more severe impairments in relative 

terms, as their emotion recognition capacities may risk being overestimated by their social 

environment due to their high cognitive abilities, which can contribute to the development of 

behavioural problems (Howlin, 1998). 
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2.4.3. Domain- and emotion-related factors 

Examining data from four different domains, different conclusions were reached 

regarding whether emotion recognition impairments in ASD are specific to certain emotions. 

In the human face domain, impairments were observed across all emotions, similar to findings 

of previous meta-analyses (Lozier et al., 2014; Uljarevic & Hamilton, 2013). For nonhuman 

faces, however, no impairments were observed for any emotions. Whereas recognition of 

anger, happiness, and disgust was impaired for speech prosody, fear and sadness were the most 

difficult to recognise for autistic individuals when it came to music. Thus, in the visual 

modality, autistic individuals seem to have a general ability (in cases of nonhuman faces) or 

impairment (in cases of human faces) to recognise different emotions. In the auditory modality 

(in cases of speech and music), however, impairments were specific to certain emotions. 

The different results for human faces versus nonhuman faces may be related to the 

specific perceptual processing strategies used to process these stimuli in autistic and NT 

individuals. As described in Section 1.2.2.1, configuration information has been found to play 

a particularly prominent role in typical emotion recognition for both human and nonhuman 

faces (Bombari et al., 2013; Calder et al., 2000; Derntl et al., 2009; McKelvie, 1995; Prkachin, 

2003; Rosset et al., 2008). In support of this, an eye-tracking study demonstrated that the visual 

scan paths exhibited by NT individuals were strategic and controlled, which traced across the 

core features of emotional faces (Pelphrey et al., 2002). By contrast, the scan paths of autistic 

individuals were undirected and disorganised, where attention was often drawn to unimportant 

features (e.g., an ear) when processing emotional faces (Pelphrey et al., 2002). These 

qualitative differences may be attributed to the atypical featural processing for human faces 

(Deruelle et al., 2004; Hernandez et al., 2009) and/or avoidance of the eyes in autistic 

individuals (Frazier et al., 2017; Tanaka & Sung, 2016), which may in turn hamper emotion 

recognition from human faces. For nonhuman faces, both the use of typical configural 
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processing with human cartoon faces (Rosset et al., 2008) and atypical featural processing with 

schematic faces (Isomura, Ogawa, et al., 2014) have previously been noted in ASD. 

Interestingly, regardless of the different processing strategies employed, autistic individuals 

performed comparably to their NT counterparts in those studies, specifically on both emotion 

recognition and detection tasks (Isomura et al., 2014; Rosset et al., 2008).  

Although these findings together suggest impairments in facial emotion recognition are 

likely due to the atypical processing strategies employed by autistic individuals, the 

relationship between processing strategy and emotion processing of nonhuman faces is less 

clear. Critically, two questions are yet to be scrutinised in future research. First, given the 

disparity in the use of different processing strategies for nonhuman faces, how emotional 

expressions are decoded from nonhuman facial stimuli and whether they differ as a function of 

different types of nonhuman faces in autistic individuals need to be further examined, 

particularly through eye tracking techniques for more precise comparisons with that for human 

faces. Secondly, since intact emotion processing of nonhuman faces was observed regardless 

of the processing strategy employed by autistic individuals, it raises the question as to whether 

the advantage of configural processing is less critical for nonhuman faces (which does not share 

the same special status in perception as with human faces; Akdeniz, 2020; Rosset et al., 2010), 

and thus the use of either processing strategy may result in comparable performance. All in all, 

the literature on emotion processing of nonhuman faces is yet to be expanded, while further 

investigation should be directed to uncovering the processing strategies across the two visual 

domains and how they relate to emotion processing specifically. 

The current findings outline the preserved skills to decode some but not all basic 

emotions from prosody and music in ASD. Compared to the visual modality, less is known 

about how auditory emotions are processed in ASD that may underlie the emotion-specific 

impairments observed. Interestingly, research has shown that autistic individuals perform just 



 105 

as well as NT individuals when emotions are solely cued by prosody (Brennand et al., 2011; 

Le Sourn-Bissaoui et al., 2013), though they tended to rely on alternative cues when presented 

alongside prosody for emotion recognition such as contextual cues and verbal content (Le 

Sourn-Bissaoui et al., 2013; Lindner & Rosén, 2006; Stewart et al., 2013). It is, therefore, 

plausible that autistic individuals are able to extract basic sensory features of emotional 

prosody, such as pitch – an important acoustic feature for inferring emotions in speech prosody 

(Juslin & Laukka, 2003; Pell & Kotz, 2011). As introduced in Section 1.3.2.2, pitch processing 

appears to be preserved, if not enhanced, in autistic individuals (Bonnel et al., 2003; 

Chowdhury et al., 2017; Globerson et al., 2015; but also see Bhatara, Babikian, et al., 2013; 

Kargas et al., 2015). While pitch processing has been shown to be related to prosodic emotion 

recognition in NT individuals (Globerson et al., 2013, 2015; Schelinski & von Kriegstein, 

2019), this relationship is not clear for autistic individuals. Previous studies have reported both 

a significant relationship between pitch processing ability and prosodic emotion recognition 

(Globerson et al., 2015) and an absent relationship between the two variables in ASD 

(Schelinski & von Kriegstein, 2019). Thus, whether or not autistic individuals employ similar 

strategies to NT individuals such as pitch processing during prosodic emotion recognition 

remains to be elucidated. Additionally, where research has consistently reported anger and 

sadness being easier emotions to be recognised than fear and happiness in speech prosody 

(Chronaki et al., 2018; Elfenbein & Ambady, 2002; Juslin & Laukka, 2003), the specific 

impairments for anger, happiness, and disgust cannot seem to be fully explained by the 

difficulty levels of identifying these expressions. Thus, it raises another important question 

regarding how strategies employed for prosodic emotion recognition may contribute to the 

intact recognition of some but not all emotions in ASD. The way in which musical emotions 

are processed in autistic individuals relative to NT individuals has not been explored. Given 

the intricate overlap between speech prosody and music in communicating emotional signals 
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(Arbib, 2013; Patel, 2010), whether processing strategies are shared across these auditory 

domains are even less understood in ASD, and therefore more research is warranted in this area 

(Molnar-Szakacs & Heaton, 2012).  

2.4.4. Experimental factors 

Contrary to Uljarevic and Hamilton's (2013) findings of a lack of differences between 

labelling and matching paradigms, the present results revealed consistent impairments for 

verbal tasks but not for nonverbal tasks when detection and discrimination paradigms were 

also included. In addition, the moderating effect of task demand was particularly evident for 

the recognition of fear, with group differences being significantly more pronounced for verbal 

tasks compared to nonverbal tasks. Although verbal and nonverbal tasks are thought to involve 

the same core emotion recognition systems (Herba & Phillips, 2004; Phan et al., 2002), the two 

tasks also have substantial differences in their demands. Specifically, nonverbal tasks could be 

completed by discriminating perceptual characteristics between emotional expressions without 

necessarily understanding the emotional meaning of these expressions (Adolphs, 2002; 

Palermo et al., 2013), which may therefore lack sensitivity to detect group differences in the 

emotion understanding of different expressions. By contrast, verbal tasks not only require 

decoding emotion expressions based on perceptual properties as do nonverbal tasks, but also 

require access to emotion vocabulary for assigning emotional labels to the expressions 

(Palermo et al., 2013). The present findings, therefore, highlight that the particular difficulties 

autistic individuals have may be due to the linguistic demands for labelling of emotion 

expressions. It is, however, noteworthy that the inconsistent findings for nonverbal tasks may 

be due to a lack of sufficient data. More research is needed to establish whether and how 

different tasks moderate group differences.  
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2.4.5. Limitations and future research directions 

Insufficient reporting of study data (k = 138) has resulted in limitation of the present 

analyses. In an era of open science, it is recommended that authors make their data accessible, 

in order to optimise data usage in the field. A considerable number of papers did not 

(consistently) report exact p-values, undermining accurate interpretation of results in relation 

to study hypotheses. To infer the importance of results, it is also recommended that researchers 

shift towards a meta-analytic thinking orientation and report effect sizes and confidence 

intervals along with statistical test results (Henson, 2006). The reporting of effect sizes 

(including nonsignificant results) allows explicit comparisons to be made between studies and 

enables all relevant data to be included in future syntheses, thus reducing potential influence 

of publication bias. 

The generalisability of the present study sample characteristics may be compromised 

due to a lack of coverage of ages within individual studies. Only 8% of the papers studied both 

children and adults with ASD. When investigating the developmental trajectory of emotion 

recognition in ASD, it is important to control for heterogeneity brought by different tasks from 

different studies. More cross-sectional and longitudinal studies would be favoured to examine 

the effects of age on emotion recognition in ASD. Furthermore, with the growing number of 

interventions available for enhancing social communication skills in ASD (see Berggren et al., 

2018 and Kouo & Egel, 2016 for reviews), it is likely that these studies have included 

participants who had undergone training programs prior to the experiments. It is speculated 

that any long-term training effects brought into experimental settings may have obscured the 

true effects of emotion recognition ability in ASD observed across studies in a subtle and 

inconsistent way. It may, therefore, be worthwhile for new studies to take note of the 

interventions that participants with ASD may have undertaken, such as in Wright et al. (2008). 



 108 

The results of the main meta-analyses were based on evidence disproportionately 

distributed across domains (i.e., with the majority on human faces) and tasks (i.e., with the 

majority employing a verbal labelling task). The lack of data for the different categories further 

led to the decision on prioritising datasets based on domains and tasks that were most 

commonly used across studies, in an attempt to reduce heterogeneity. Subgroup comparisons, 

nonetheless, did not find significant differences between domain subgroups across emotions 

nor between task subgroups for happiness, sadness, and anger. This suggests that the impact of 

such prioritisation on the overall results is likely to be limited. Future meta-analytic work with 

more data in these under-researched areas will provide clearer indications of results and further 

insights into the effects of these moderators with increased statistical power. 

A number of studies have explored emotion recognition ability at varying intensities in 

ASD. As intensity level was based on either ratings obtained from validation or different 

morphed continua used (e.g., between neutral and an emotional expression, Law Smith et al., 

2010; Otsuka et al., 2017; or between emotions within a pair such as fear vs. happy, S. Wang 

& Adolphs, 2017), it was not possible to reliably compare results at low (25%) or intermediate 

(50%) intensity levels across studies. Thus, only findings at the highest intensity level were 

included in the current meta-analyses. One may, therefore, expect stronger effects to be 

revealed with data collated from lower intensity stimuli. However, despite taking a potentially 

less sensitive measure in detecting subtle group differences (cf. Mazefsky & Oswald, 2007; 

Rump et al., 2009), general emotion recognition impairments across emotions were still 

observed in the ASD groups.  

Finally, there has been an ongoing debate on whether co-occurring alexithymia, but not 

ASD per se, may be responsible for emotion recognition difficulties documented in the ASD 

population (Bird & Cook, 2013; Cook et al., 2013; Kinnaird et al., 2019; see also Sivathasan 

et al., 2020 for a recent review). Alexithymia, characterised by a lack of fluency in identifying 
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and describing one’s own emotions and feelings (Bird & Cook, 2013), has been reported to be 

highly comorbid with ASD, affecting approximately 50% of the ASD population (Berthoz & 

Hill, 2005; Milosavljevic et al., 2016). Several studies have provided supporting evidence for 

the alexithymia hypothesis, by noting the significant relevance of alexithymia to emotion 

recognition difficulties with facial and prosodic expressions in ASD (Cook et al., 2013; Heaton 

et al., 2012; Ketelaars et al., 2016). Conversely, other studies have reported a lack of 

contribution of alexithymia to emotion recognition difficulties in ASD (Kliemann et al., 2013; 

Stephenson et al., 2019). Although there have been increasing efforts to consider alexithymia 

as a potential candidate in accounting for emotion recognition performance in autistic 

individuals over the past decade (Cook et al., 2013; Heaton et al., 2012; Keating et al., 2021; 

Ketelaars et al., 2016; Kliemann et al., 2013; Milosavljevic et al., 2016), available data for the 

different emotion types examined in the current review remain scarce. Adhering to the 

recommendations that meta-regressions should generally not be performed on data from less 

than 10 studies (Deeks et al., 2019), it was not possible to examine the moderating effect of 

alexithymia on group differences in emotion recognition in the present study. To enable a meta-

analysis of the findings, future studies would need to include measures of alexithymia when 

investigating emotion recognition in ASD.  

2.4.6. Chapter summary 

In summary, this quantitative synthesis of the current literature found that autistic 

individuals demonstrate general emotion recognition impairments across six basic emotions 

and their composite, who also showed longer response times than NT individuals for anger, 

fear, sadness, and the composite. The general impairments in recognition accuracy were shown 

to be robust and were not driven by differences in IQ matching and stimulus presentation time 

restriction – though the severity of these impairments was less pronounced for a subset of 

emotions which full-scale IQ matching (i.e., anger, fear, happiness, sadness, and disgust) and 
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verbal IQ matching (i.e., anger, fear, sadness, and disgust) had been undertaken. The results 

suggest that sample characteristics and experimental designs interact to give rise to the 

heterogeneity seen in the literature. By investigating all these factors simultaneously in a large 

dataset, with rigorous inclusion criteria and robust analysis procedures, the moderating effects 

of age, domain, task demand on emotion recognition in ASD relative to typical development 

were found. The group effect was more pronounced in adults with increased task demands. 

Although insufficient data prevent reliable conclusions to be drawn on the effect of domain, 

impairments were consistently found for human faces but not for nonhuman faces, with 

impairments for speech prosody and music being specific to certain emotions. Task demands 

moderated emotion recognition, with autistic individuals performing worse on tasks that 

required verbal knowledge about emotions. Full-scale/verbal/nonverbal IQ, by contrast, were 

not important moderators of group effects. Further work is needed to extend the literature 

particularly on emotion recognition of prosodic, musical, and nonhuman facial emotions in 

ASD, in order to draw an unbiased comparison across domains. Future research should also 

focus on the processing strategies autistic individuals employ for the different types of stimuli 

during both bottom-up and top-down processes. Given the positive consequences of learned 

strategies in fulfilling life experiences, such investigations will provide insights into the 

optimal contexts for autistic individuals to accomplish successful social interactions in daily 

life. 
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Chapter 3: A behavioural study of emotion recognition across multiple nonverbal 

communicative domains in ASD and NT 

This chapter examines the domain generality and specificity of explicit emotion 

processing in autism spectrum disorder (ASD) – that is, whether emotion recognition ability 

generalises across communicative domains or it is specific to certain domain(s) in autistic 

individuals. The present study design takes into consideration the issues and recommendations 

discussed in Chapter 2 by examining (a) the recognition of emotions in domains other than 

human faces, and (b) the developmental trajectory of emotion recognition cross domains. In 

addition, the ASD and neurotypical (NT) control groups were individually matched on age, 

gender, verbal, and nonverbal abilities, to control for confounding effects and study quality 

limitations as outlined in Chapter 2. 

3.1. Introduction 

Emotions can be communicated via different channels through different visual and 

auditory cues, such as facial expressions (Ekman & Friesen, 1976; Etcoff & Magee, 1992; J. 

A. Russell et al., 2003), speech prosody (Juslin & Laukka, 2003; Koolagudi & Rao, 2012a, 

2012b), instrumental music (Argstatter, 2016; Mohn et al., 2011), and singing (Atmaja & 

Akagi, 2020; Livingstone & Russo, 2018; K. R. Scherer et al., 2015; B. Zhang, Essl, et al., 

2015). It is, therefore, paramount to examine the ability to process emotions from different 

sources when considering the general emotion recognition ability in autism spectrum disorder 

(ASD).  

Collating data from the existing literature, Chapter 2 showed that emotion recognition 

may be moderated by communicative domain in ASD. The findings suggested general 

impairments in emotion recognition accuracy for human faces (i.e., for all six basic emotions 

and their composite), but only for a subset of emotions for speech prosody (i.e., anger, 
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happiness, and disgust) and music (i.e., fear and sadness) in ASD. Conversely, no impairments 

were noted for nonhuman faces such as cartoon, caricature, and schematic faces in ASD. While 

it is tempting to suggest that emotion recognition impairments in ASD may be specific to some 

domains, this conclusion is not only based on data from separate studies of different samples 

and designs but is also limited by the insufficient evidence in some domains. Crucially, the 

distribution of research data across the different domains was highly disproportionate (see 

Section 2.3.4.3); there was insufficient data for domains other than human faces, particularly 

for nonhuman faces (with only three datasets available for anger and happiness, respectively) 

and music (with only two datasets available for fear, happiness, and sadness, respectively). The 

present study was, therefore, set out to address these issues by investigating the general emotion 

recognition ability in autistic individuals from a multi-domain perspective within the same 

study, while taking into account the potential effects of specific emotions.  

The findings from Chapter 2 also highlighted the moderating role of age in the severity 

of emotion recognition impairments in ASD, a specific case for the composite of all six basic 

emotions (anger, fear, happiness, sadness, disgust, and surprise) but not for the individual 

emotions. Namely, differences in emotion recognition accuracy between autistic individuals 

and their NT counterparts were more pronounced in adults than in children. However, due to 

limited data available, it was not possible to investigate the moderating effects of age by 

domain. Further to this, the significant age effects observed for the six-emotion composite were 

only representative for the human face and speech prosody domains (combined), as no 

composite data were available for the nonhuman face and music domains to contribute to this 

analysis. As discussed in Section 1.2.3, the developmental trajectory of emotion recognition 

has been directly compared between autistic and NT individuals but only in the human face 

and speech prosody domains. These studies have consistently noted that emotion recognition 

improves less overtime in ASD compared to typical development (Gepner et al., 2001; Greimel 
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et al., 2014; Kuusikko et al., 2009; Rump et al., 2009; Uono et al., 2011; Van Lancker et al., 

1989), which may result in particularly prominent group differences among adults. It remains 

largely unknown whether the developmental trajectory of emotion recognition differs between 

autistic and NT individuals for nonhuman faces and music, though some evidence from 

separate studies involving different age groups provided some insights into this. In the 

nonhuman face domain, children and adolescents with ASD have shown comparable emotion 

recognition performance to their NT counterparts (Brosnan et al., 2015; Miyahara et al., 2007; 

Rosset et al., 2008). Similarly, in the music domain, children, adolescents, and adults with ASD 

performed similarly to their NT counterparts (Gebauer, Skewes, Westphael, et al., 2014; 

Heaton et al., 1999; Quintin et al., 2011). These findings appear to suggest intact ability to 

recognise emotions from nonhuman faces and music in ASD regardless of age. Taken together, 

it is plausible that the moderating effects of age on emotion recognition ability in ASD may 

differ as a function of domain, where the sparse research in understanding emotion recognition 

ability in ASD from a developmental perspective for the different domains underscores the 

need for an investigation of this topic. 

Previous studies have not directly compared emotion recognition in the four domains 

of interest, namely human faces, nonhuman faces, speech prosody, and music, using the same 

participant sample within the same paradigm. The present study, thus, aimed to examine 

whether autistic individuals show emotion recognition impairments across these domains, and 

whether any impairments are modulated by age and specific emotion or the interaction of both. 

Such comparisons would give rise to the understanding of the domain specificity (or otherwise) 

of emotion recognition impairments in ASD, while controlling for the moderating effects of 

participant and experiment factors. The specific research questions are: 

1. Are there differences in emotion recognition between the ASD and NT groups? 
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2. Are there differences in the developmental trajectory of emotion recognition between 

the ASD and NT groups? 

3. Are differences, if any, in emotion recognition modulated by stimulus domain (human 

face vs. nonhuman face vs. speech prosody vs. song) and emotion (angry vs. scared vs. 

happy vs. sad)? 

Based on previous research, it was hypothesised that there will be no group difference in 

emotion recognition for nonhuman faces and music, but the ASD group will be less proficient 

than the NT group in recognising emotions from human faces and speech prosody. Group 

differences in these domains may be modulated by specific emotion as a function of domain. 

There is evidence from previous reports suggesting specific impairments for negative 

emotions, particularly fear, in the human face domain (Pelphrey et al., 2002; S. Wallace et al., 

2008) but for happiness in the speech prosody domain (Hubbard et al., 2017; J. E. Wang & 

Tsao, 2015). With fear and happiness being the more difficult emotions to recognise from 

human faces and speech prosody respectively in typical development (Chronaki et al., 2018; 

Elfenbein & Ambady, 2002; Pell, Paulmann, et al., 2009), it may be the case that autistic 

individuals show particular impairments for expressions decoded at higher difficulty levels 

respective to domains. Moreover, group differences for human faces and speech prosody will 

be particularly noticeable in adults due to discrepancy in the development of more fine-grained 

emotion recognition during adolescence between groups (Rump et al., 2009). 

3.2. Methods 

3.2.1. Participants 

The sample consisted of 76 native English speakers: 14 children with ASD and 14 NT 

children aged 7-11 years, 11 adolescents with ASD and 11 NT adolescents aged 12-15 years, 

and 13 adults with ASD and 13 NT adults aged 16-56 years – note that the present study 
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followed the classification of age cohorts in the Autism Spectrum Quotient (AQ; (Auyeung et 

al., 2008; Baron-Cohen et al., 2001, 2006). An optimal sample size was estimated through an 

a priori power analysis using G*Power 3.1 (Faul et al., 2007). It was determined that with a 

medium effect size (f = 0.25; Cohen, 1988), an alpha level of 0.05, and power of 0.80, a total 

sample size of 342 was required to detect the Diagnostic group (ASD vs. NT) ´ Age group 

(child vs. adolescent vs. adult) ´ Condition (face vs. object vs. prosody vs. song) ´ Emotion 

(angry vs. scared vs. happy vs. sad) interaction in the current study. Yet, due to challenges with 

participant recruitment, this study was only able to test 76 participants as aforementioned. 

Participants were recruited via word-of-mouth, local charities and organisations associated 

with supporting people with autism, campus advertisements, and social media. Written 

informed consent was obtained from all adult participants and caregivers of child and 

adolescent participants prior to entering the study. Assent was also obtained from child and 

adolescent participants. Children received a toy and caregivers and adults were provided with 

financial compensation for their participation. The study received ethical approval from the 

University of Reading Research Ethics Committee.  

All participants reported normal hearing and normal or corrected-to-normal vision. All 

participants passed a hearing screening at octave frequencies between 500 and 4000 Hz at 25 

dB HL except one male NT adolescent, who had reported normal hearing but did not pass at 

4000 Hz in the left ear. It was ensured that the auditory stimuli presented to this participant 

was at a comfortable and audible volume. The emotion recognition performance of this 

participant was 91% in the song condition and 78% in the prosody condition, which confirmed 

that his performance was not affected by the reduced hearing ability in the left ear. Thus, the 

data of this participant remained in all analyses. All participants in the ASD groups had 

previously received an official clinical diagnosis of an ASD from clinicians. None of the NT 

participants had been diagnosed with ASD, as confirmed by their AQ scores (Auyeung et al., 
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2008; Baron-Cohen et al., 2001, 2006) and none reported a family history of ASD. NT 

participants in each age group were individually matched to the ASD group on chronological 

age and gender. The two groups were also statistically matched on their receptive vocabulary 

measured on the Receptive One-Word Picture Vocabulary Test – Fourth Edition (ROWPVT-

4; Martin & Brownell, 2011), and nonverbal reasoning ability measured on the Raven’s 

Standard Progressive Matrices (RSPM; Raven, 1983) on a group level. Table 3.1 summarises 

the participants’ demographic characteristics.  

Table 3. 1. Means and standard deviations for ASD and NT groups on demographic variables 
and background measures. 

  ASD  NT    
  M SD  M SD  t p 

Child 
 N 14  14    
 Gender (M:F) 13:1  13:1    
 Age (years) 9.47 1.27  9.39 1.28  0.17 0.863 

 ROWPVT-4 (raw) 129.29 15.30  124.79 16.41  0.75 0.460 

 ROWPVT-4 (standard score) 122.57 11.84  118.29 14.62  0.85 0.402 

 RSPM (raw) 42.50 7.25  43.71 6.06  -0.48 0.635 

 RSPM (percentile) 72.50 25.40  80.36 22.31  -0.87 0.393 

 AQ 103.29 14.8  40.85 14.3  11.15 < 0.00 

 EQ 18.86 6.18  42.69 5.79  -10.35 < 0.001 

 SQ 31.43 10.92  24.54 6.16  2.04 0.055 

Adolescent 
 N 11  11    
 Gender (M:F) 8:3  8:3    
 Age (years) 13.87 1.26  13.79 1.12  0.16 0.871 

 ROWPVT-4 (raw) 149.64 19.89  161.64 16.47  -1.54 0.140 

 ROWPVT-4 (standard score) 119.00 20.35  131.55 18.81  -1.50 0.149 

 RSPM (raw) 47.27 7.02  49.00 6.21  -0.61 0.548 

 RSPM (percentile) 56.82 30.02  64.09 29.22  -0.58 0.571 

 AQ 38.36 3.38  16.82 7.69  8.50 < 0.001 

 EQ 12.55 5.65  40.27 11.25  -7.30 < 0.001 

 SQ 45.55 13.72  35.45 11.82  1.85 0.080 

Adult 
 N 13  13    
 Gender (M:F) 6:7  6:7    
 Age (years) 35.80 14.39  35.95 14.17  -0.03 0.979 

 ROWPVT-4 (raw) 171.08 12.27  172.46 9.51  -0.32 0.751 

 ROWPVT-4 (standard score) 108.46 11.30  111.23 14.54  -0.54 0.593 

 RSPM (raw) 53.62 3.80  53.15 3.8  0.31 0.760 

 RSPM (percentile) 55.38 25.78  47.69 31.60  0.68 0.503 

 AQ 41.46 4.29  14.31 6.29  12.86 < 0.001 

 EQ 20.15 5.63  50.38 13.82  -7.31 < 0.001 

 SQ 85.00 31.87  48.77 16.90  3.62 0.002 

 TAS-20 69.85 8.76  45.54 16.51  4.57 < 0.001 

Note. ROWPVT-4 = Receptive One-Word Picture Vocabulary Test – Fourth Edition (Martin & Brownell, 2011); RSPM = Raven’s Standard Progressive Matrices 
(Raven 1983); AQ = Autism-Spectrum Quotient (Auyeung et al., 2008; Baron-Cohen et al., 2001, 2006); EQ = Empathy Quotient (Auyeung, Allison, Wheelwright, 
& Baron-Cohen, 2012; Auyeung et la., 2009; Baron-Cohen & Wheelwright, 2004); SQ = Systemizing Quotient (Auyeung et al., 2009; 2012; Baron-Cohen, 
Richler, Bisarya, Gurunathan, & Wheelwright, 2003); TAS-20 = The 20-Item Toronto Alexithymia Scale (Bagby, Parker, & Taylor, 1994); MBEMA = Montreal 
Battery of Evaluation of Musical Ability; MBEA = Montreal Battery of Evaluation of Amusia; significant differences between ASD and NT groups for the 
individual measures are highlighted using bold font. 
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3.2.2. Background measures 

Before the experiment, each participant or caregiver on behalf of the child participants 

completed the AQ (Auyeung et al., 2008; Baron-Cohen et al., 2006, 2001), Empathy Quotient 

(EQ; Auyeung, Allison, Wheelwright, & Baron-Cohen, 2012; Auyeung et al., 2009; Baron-

Cohen & Wheelwright, 2004), and Systemising Quotient (SQ; Auyeung et al., 2012, 2009; 

Simon Baron-Cohen, Richler, Bisarya, Gurunathan, & Wheelwright, 2003) respective to the 

age of the participants as a measure of their autistic traits, levels of empathy, and systemising 

cognitive styles, respectively. Additionally, adult participants completed the 20-item Toronto 

Alexithymia Scale (TAS-20; Bagby et al., 1994) as a measure of their alexithymic traits. A 

battery of background tasks was administered in addition to the main emotion experiments in 

a random order, either during one single session or across multiple sessions. The background 

tasks measured receptive vocabulary (ROWPVT-4; Martin & Brownell, 2011), nonverbal 

reasoning ability (RSPM; Raven, 1983), cognitive processing style (Navon; Navon, 1977), 

musical (MBEA or MBEMA; Peretz et al., 2003, 2013), and pitch processing (full task details 

will be described in Chapter 5).  

3.2.3. Design 

This study adopted a mixed design, with between-subjects factors Diagnostic group 

(ASD vs. NT) and Age group (Child vs. Adolescent vs. Adult) and within-subjects factors 

Condition (Human face vs. Face-like object vs. Speech prosody vs. Song) and Emotion (Angry 

vs. Scared vs. Happy vs. Sad) as independent variables. Several steps were taken to closely 

match stimuli within the same modality in the present study. Face-like objects were selected as 

a representative of the nonhuman face domain. Previous studies investigating emotion 

recognition of nonhuman faces in ASD have mostly employed schematic and cartoons faces 

(Brosnan et al., 2015; Isomura, Ito, et al., 2014; Miyahara et al., 2007; Rosset et al., 2008). 

These stimuli are line drawings which may not represent the same level of featural complexity 
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and variability as human faces, and thus may result in enhanced emotion recognition (Kendall 

et al., 2016). Accordingly, face-like objects may offer an alternative to address these issues for 

more valid comparisons with human faces, given their higher complexity presented in realistic 

images, as well as their appearance in a wide variety of scenes. Importantly, face-like objects 

can provide emotional cues through face-like features (Donath, 2001; L. F. Zhou & Meng, 

2020). Likewise, the use of sung stimuli as a representative of the music domain allows for a 

close match in acoustic similarity to spoken stimuli upon controlling for possible confounding 

effects of timbre that may be brought in by instrumental music (Hailstone et al., 2009).  

Although six basic emotions – anger, fear, happiness, sadness, disgust, and surprise – 

have been proposed to be universally recognised and associate with distinctive expressions 

across domains (Ekman & Friesen, 1976; Humphreys et al., 2007; Mohn et al., 2011; K. R. 

Scherer, 2003), disgust and surprise are not commonly expressed in music and have been 

shown to be recognised poorly in listener studies (Juslin et al., 2008; Juslin & Laukka, 2003; 

Kallinen, 2005). Therefore, four of the six basic emotions – anger, fear, happiness, and sadness 

– were selected for inclusion, providing their representativeness of expressions conveyed 

across all the domains of interest in the present study.  

The dependent variable was performance on the simple forced-choice emotion labelling 

task, indexed by accuracy, RT, and efficiency, respectively. Importantly, this type of task was 

selected given its sensitivity in detecting differences in emotion recognition between the ASD 

and NT groups. As demonstrated in Chapter 2, group differences were consistently found on 

verbal tasks across studies for all emotions. Indeed, various types of verbal tasks have been 

employed to assess visual emotion recognition in previous studies (as introduced in Section 

2.1.1.5), some of which may, however, be particularly complex to implement for auditory 

stimuli. For example, in detection tasks, the presentation of an auditory target among multiple 

distractors would create a demanding auditory scenario within a multi-talker environment 
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(Bronkhorst, 2015), which may have an impact on emotion recognition. The trial-by-trial 

presentation of a single stimulus within the forced-choice emotion labelling format, thus, 

allows for appropriate comparisons to be made on performance across modalities. Importantly, 

this type of task has been frequently employed in previous studies to assess emotion recognition 

of different types of stimuli across modalities (e.g., Livingstone & Russo, 2018) and is, thus, 

deemed appropriate to address the research questions of the present study. 

The majority of studies take performance accuracy as the only measure to reflect 

emotion recognition ability in ASD. As fast decoding of emotions is required in order to adapt 

one’s behaviour to the social situation, delayed emotion recognition might be problematic, even 

if accuracy is not affected. The few studies that examined response time (RT) have revealed 

both typical (Akechi et al., 2010; Fink et al., 2014; Waddington et al., 2018) and slower 

recognition speed in ASD (Greimel et al., 2014; Ketelaars et al., 2016; Sawyer et al., 2012), 

which was specifically found for anger, fear, and sadness in Chapter 2. Furthermore, studies 

including both accuracy and speed measures have reported impaired accuracy with slower RT 

mostly for faces (Berggren et al., 2016; Eack et al., 2015; Greimel et al., 2014; Kliemann et al., 

2010), intact accuracy with slower RT mostly for speech prosody (Ketelaars et al., 2016; 

Lindström et al., 2018; Waddington et al., 2018), and intact accuracy and RT for both 

instrumental music (Quintin et al., 2011) and cartoon faces (Miyahara et al., 2007). It is 

plausible that the particular observation of intact accuracy with slower RT for speech prosody 

demonstrates potential speed-accuracy trade off (e.g., slower RT to facilitate accuracy; Chittka 

et al., 2009) that is not found across domains. Given that accuracy and speed are equally 

important in emotion recognition tasks, it is possible that participants (or groups) may adopt 

different response strategies (e.g., slower response to facilitate accuracy vs. faster response 

resulting in reduced accuracy). The use of a single measure of speed-accuracy composite score 

(SACS; Charbonneau et al., 2013; Collignon et al., 2010), could therefore discard speed-
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accuracy trade-off effects on performance. In other words, response biases favouring either 

accuracy or response time would result in lower scores than responses that are made accurately 

and quickly. This SACS measure, in addition to the separate measures of accuracy and RT, 

could inform whether any group differences are due to response biases rather than an 

impairment per se. The present study, thus, tested for differences in terms of accuracy, RT, and 

SACS. 

3.2.4. Stimuli 

3.2.4.1. Auditory stimuli 

The auditory emotion set consisted of spoken and sung stimuli extracted from the 

audiovisual files from the Ryerson Audio-Visual Database of Emotional Speech and Song 

(RAVDESS; Livingstone & Russo, 2018). The audiovisual files depicted 12 male and 12 

female actors saying or singing two sentences in North American English accent: “dogs are 

sitting by the door” and “kids are talking by the door”. Stimuli that presented one of the four 

basic emotions (angry, scared, happy, and sad) expressed at normal and strong intensity levels 

were selected for this study. The spoken and sung sentences were segmented to only include 

the last word, “door”. Initial durations of these stimuli varied but were subsequently equalised 

to 500ms and the intensity of all stimuli was normalised to 75 dB using Praat software 

(Boersma & Weenink, 2004).  

An acoustic analysis was conducted on the speech and song stimuli with Praat. As 

duration and intensity were controlled for, particular attention was paid to the mean and 

excursion size of the fundamental frequency (f0), which is the main parameter signifying 

emotions in prosody (Bänziger & Scherer, 2005; Lieberman & Michaels, 1962; Quam & 

Swingley, 2012; Scherer, 1986) – see Table 3.2 for a summary of the acoustic characteristics 

for each auditory stimulus type by actor gender and emotion. 
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A three-way ANOVA with Actor gender (male vs. female), Stimulus type (prosody vs. 

song), Emotion (angry vs. scared vs. happy vs. sad), and all possible interactions as predictors, 

was conducted on mean f0 and excursion size, respectively.  

Concerning the mean f0 (in Hz), there was a significant main effect of Actor gender 

(F(1, 16) = 56.48, p < 0.001), as overall female actors (M = 334.05, SD = 67.45) had a higher 

mean f0 than male actors (M = 180.83, SD = 31.26).  

Concerning the excursion size (in semitones) of f0, there was a significant main effect 

of Stimulus type (F(1, 16) = 123.69, p < 0.001), as well as a significant interaction of Stimulus 

type ´ Emotion (F(3, 16) = 4.18, p = 0.023). Post-hoc analyses revealed no significant 

differences between emotions among each sound type. This interaction was, however, driven 

by the larger excursion size observed for prosody compared to song for the angry (prosody: M 

= 9.85, SD = 2.51; song: M = 2.64, SD = 1.31; t(3) = 6.05, p = 0.009), happy (prosody: M = 

12.02, SD = 3.45; song: M = 2.41, SD = 0.33; t(3) = 5.92, p = 0.010), and sad emotions 

(prosody: M = 9.08, SD = 0.33; song: M = 2.89, SD = 1.47; t(3) = 7.93, p = 0.004), but not for 

the scared emotion.  

Table 3. 2. Descriptive statistics of the mean and excursion size of the fundamental frequency 
for each auditory stimulus type by actor gender and emotion.  

  Mean (Hz)  Excursion size (semitone) 
  Prosody  Song  Prosody  Song 
  M SD  M SD  M SD  M SD 

Female Angry 361.03 154.15  352.73 5.49  11.54 1.78  2.29 1.49 
 Scared 368.55 21.61  366.77 9.38  7.20 3.74  3.47 0.67 
 Happy 258.19 56.80  349.41 5.18  10.63 2.50  2.26 0.16 
 Sad 297.26 136.78  348.68 1.15  9.14 0.24  3.84 1.70 
Male Angry 206.48 13.45  178.94 1.14  8.16 2.07  3.00 1.57 
 Scared 222.21 12.19  176.98 4.34  6.35 1.83  2.73 0.58 
 Happy 180.81 -  171.83 -  16.18 -  2.87 - 
 Sad 131.15 49.43  173.74 3.40  9.03 0.50  1.94 0.06 
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3.2.4.2. Visual stimuli 

 

Figure 3. 1. Example of human face (left) and face-like object (right) stimuli presenting a sad 
emotion. 

The visual emotion set comprised images of human faces and face-like objects, with 

each portraying one of the four basic emotions (angry, scared, happy, and sad) (Figure 3.1). 

The human face stimuli were also obtained from the audiovisual files from RAVDESS 

(Livingstone & Russo, 2018). The faces were extracted by taking screenshots of the actors 

when s/he was not talking but expressing the corresponding emotion that matched the spoken 

and sung emotions. Overly expressive faces were excluded to avoid ceiling effects. The faces 

were cropped using Microsoft Paint to only include expressive features of the face while 

removing other characteristics such as hair and ears. The face-like object stimuli were selected 

from the book Faces that comprised photographs of everyday objects that resemble human 

faces (Robert & Robert, 2000) and from the internet. All images of human faces and face-like 

objects were converted into grey scale using ImageJ, an image processing program (Abràmoff 

et al., 2004). They were then sized to 260 ́  300 pixels using a MATLAB script, and the contrast 

and luminance of these images were normalised using the SHINE toolbox in MATLAB 

(Willenbockel et al., 2010). 
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3.2.3.3. Stimulus validation 

Table 3. 3. Descriptive statistics of recognition rate and intensity rating for each stimulus type 
by emotion on the validation task. 

  Recognition rate  Intensity rating 
  M SD  M SD 
Face Angry 0.85 0.12  4.30 0.73 
 Scared 0.85 0.13  4.60 0.65 
 Happy 0.95 0.05  4.41 0.60 
 Sad 0.81 0.11  4.28 0.74 
Object Angry 0.86 0.12  5.03 0.62 
 Scared 0.84 0.13  4.78 0.79 
 Happy 0.95 0.06  4.67 0.71 
 Sad 0.82 0.10  4.52 0.56 
Prosody Angry 0.91 0.15  5.19 0.91 
 Scared 0.72 0.28  5.06 0.70 
 Happy 0.74 0.24  3.86 1.04 
 Sad 0.90 0.15  5.67 0.75 
Song Angry 0.88 0.17  4.83 0.67 
 Scared 0.71 0.25  4.51 0.83 
 Happy 0.72 0.33  4.36 0.84 
 Sad 0.90 0.15  4.59 0.97 

 

All stimuli were validated by 20 independent judges (3 males, 17 females; M = 25.27 

years, SD = 7.34), who were asked to choose the appropriate label for each stimulus from the 

four emotional labels (angry, scared, happy, and sad). Judges also rated the intensity of the 

emotion expressed in each stimulus using a 7-point Likert scale, ranging from 1 (not intense at 

all) to 7 (very intense). The final set consisted of a total of 64 facial and 64 face-like object, 16 

spoken, and 16 sung stimuli. These stimuli received an overall average recognition rate of 0.86 

(SD = 0.35), demonstrating reliability of the emotional content of the selected stimuli. Emotion 

expressed at intermediate intensities with an overall average rating of 4.61 (SD = 1.38) were 

selected to avoid ceiling effects – see Table 3.3 for a full summary of the validation results for 

each condition by emotion. 

A two-way ANOVA with Stimulus type (face vs. face-like object vs. prosody vs. song), 

Emotion (angry vs. scared vs. happy vs. sad), and their interaction as predictors was conducted 

on recognition rate. The analysis revealed significant main effects of Stimulus type (F(3, 304) 

= 2.74, p = 0.044), Emotion (F(3, 304) = 4.18, p = 0.006), as well as a significant interaction 
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of Stimulus type ´ Emotion (F(9, 304) = 4.41, p < 0.001). Post-hoc analyses revealed that for 

face and object stimuli, the recognition rate for the happy emotion was the highest among other 

emotions. For prosody stimuli, the recognition rates for the angry and sad emotions were higher 

than those for the scared and happy emotions. For song stimuli, the recognition rate was higher 

for the angry and sad emotions than for the scared emotion – see Table 3.4 for full results 

summary.  

A separate two-way ANOVA with Stimulus type (face vs. face-like object vs. prosody 

vs. song), Emotion (angry vs. scared vs. happy vs. sad), and their interaction as predictors was 

conducted on intensity rating. The analysis revealed significant main effects of Stimulus type 

(F(3, 304) = 7.51, p < 0.001), Emotion (F(3, 304) = 7.17, p < 0.001), as well as a significant 

interaction of Stimulus type ́  Emotion (F(9, 304) = 5.48, p < 0.001). Post-hoc analysis showed 

no difference in the intensity rating across emotions for face and song stimuli. For object 

stimuli, the intensity rating was higher for the angry emotion than for the happy and sad 

emotions. For prosody stimuli, the intensity rating for the happy emotion was lowest among 

other emotions – see Table 3.4 for full results summary.  

Table 3. 4. Results of post-hoc analyses with Benjamini-Hochberg corrections for the 
interaction between Stimulus type and Emotion on validation recognition rate and intensity 
rating, respectively. 

    Face  Object  Prosody  Song 
   df t p  t p  t p  t p 

Recognition rate 
 Angry Scared 19 0.13 0.896  0.31 0.762  2.88 0.029  2.67 0.046 
 Angry Happy 19 -2.87 0.020  -2.78 0.024  2.67 0.031  1.98 0.093 
 Angry Sad 19 1.11 0.422  1.25 0.339  0.33 0.888  -0.44 0.799 
 Scared Happy 19 -3.27 0.012  -4.01 0.002  -0.14 0.888  -0.15 0.881 
 Scared Sad 19 0.79 0.528  0.71 0.584  -2.40 0.040  -3.00 0.044 
 Happy Sad 19 4.95 < 0.001  5.30 < 0.001  -3.11 0.029  -2.27 0.070 

Intensity rating 
 Angry Scared 19 -1.91 0.213  1.81 0.129  0.59 0.561  2.37 0.088 
 Angry Happy 19 -0.60 0.664  3.53 0.007  5.51 < 0.001  2.35 0.088 
 Angry Sad 19 0.14 0.887  6.44 < 0.001  -1.83 0.099  1.28 0.432 
 Scared Happy 19 1.33 0.400  0.76 0.457  5.19 < 0.001  0.89 0.458 
 Scared Sad 19 1.95 0.213  1.85 0.129  -2.99 0.011  -0.43 0.670 
 Happy Sad 19 0.69 0.664  1.55 0.164  -6.69 < 0.001  -1.03 0.458 

Note. Significant effects and interactions are highlighted using bold font. 
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3.2.5. Apparatus 

The experiment was run using E-prime 2.0 (E. Schneider & Zuccoloto, 2007). Auditory 

stimuli were presented through Sennheiser HD280 pro headphones and a Roland RUBIX22 

USB Audio Interface at a comfortable volume. Responses were made on a Cedrus RB-740 

response pad with coloured key cap lenses indicating each of the corresponding emotion 

categories: red for angry, green for scared, yellow for happy, and blue for sad. The position of 

the corresponding keys was reversed between participants but was held constant throughout 

the experiment for each participant (i.e., on both the recognition and priming tasks which will 

be described in Chapter 4). The experiment was conducted in a sound-proof booth. 

3.2.6. Procedure 

The simple forced-choice emotion labelling task assessed participants’ emotion 

recognition across four stimulus types in separate blocks, with a total of 320 trials: 32 in the 

song, 32 in the prosody, 128 in the face, and 128 in the face-like object condition. Two practice 

trials preceded the start of each condition. Trials were pseudo-randomised with each stimulus 

presenting twice over separate blocks within each condition. Two versions of pseudo-

randomisation were adopted and counterbalanced between participants. On each trial, an 

auditory stimulus (prosody or song) or a visual stimulus (face or face-like object) was 

presented. Participants were instructed to decide as quickly and accurately as possible which 

of the four emotional labels (angry, scared, happy, or sad) best described the emotion presented 

in the stimulus – note that the label “scared” was used instead of “fearful” as suggested by child 

participants in the pilot study to be a more commonly used term. Responses were made by 

pressing the corresponding key of the chosen emotion on the response pad. No response time 

limits were stipulated and no feedback was given regarding the accuracy of judgment on each 

trial. The presentation of the stimuli was terminated as soon as a response was made. The order 

of the condition presented to participants was counterbalanced across participants. 
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3.2.7. Statistical analyses 

All analyses were performed in R (RStudio Team, 2018). Three performance measures 

of interest were computed: mean accuracy, mean response time (RT), and mean speed-accuracy 

composite score (SACS). As all participants selected the correct emotional label at above the 

chance level of 0.25 overall and for each condition respectively, all accuracy data were retained 

for analyses. Mean accuracy was calculated for each participant by condition and emotion. RT, 

measured from stimulus onset, was based on correct responses only. RTs less than 150ms or 

more than 2.5 SD of the mean of each participant for each condition were excluded. The 

exclusion of incorrect responses (4905 observations; 20% of total observations) and RT outliers 

(665 observations; 3% of correct-response observations), resulted in a dataset of 18750 

observations across all participants (77% of the original number of observations). The mean 

RTs for each participant by condition and emotion were subsequently calculated. With SACS, 

to take into account both accuracy and RT measures, the mean accuracy and RTs were 

normalised (M = 0, SD = 1) by condition and the normalised RTs were subsequently subtracted 

from the normalised mean accuracy scores [Z(Accuracy) – Z(RT) = SACS]. A high composite 

score reflects efficient performance (i.e., high accuracy coupled with short RTs), and a low 

composite score reflects poor performance (i.e., low accuracy coupled with long RTs). 

Three separate linear mixed effects models were constructed using the lme4 package 

(Bates et al., 2015) to analyse the three dependent measures: arcsine-transformed mean 

accuracy, log-transformed mean RT, and mean SACS. Each model included Diagnostic group 

(ASD vs. NT), Age group (child vs. adolescent vs. adult), Condition (face vs. face-like object 

vs. prosody vs. song), Emotion (angry vs. scared vs. happy vs. sad), and all possible interactions 

as fixed effects. The maximal random effects structure was initially specified with by-subject 

intercept and by-subject slopes for condition and emotion for all three models. However, steps 

were taken to address convergence issues for the mean accuracy and mean SACS models 
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following recommendations by Brown (2020). Where necessary, this included removing the 

correlation between the by-subject intercept and by-subject slopes, increasing the number of 

iterations and/or turning off derivation calculations. Model specifications are listed in the 

corresponding results summary tables. 

For all the linear mixed effects analyses, the statistical significance of the fixed effects 

were obtained using the anova() function from the lmerTest package (Kuznetsova et al., 2017). 

For effect sizes, partial eta-squared (η2p) was computed for each fixed effect using the effectsize 

package (Ben-Shachar et al., 2020). A η2p ≥ 0.01 was interpreted as a small effect size, a η2p ≥ 

0.09 as a medium effect size, and a η2p ≥ 0.25 as a large effect size (Cohen et al., 2013). 

Significant effects and interactions emerging from the mixed effects models, were followed up 

through post-hoc pairwise comparisons using the pairwise_t_test function from the rstatix 

package (Kassambara, 2020). Correction of the post-hoc tests for multiple comparisons was 

performed with Benjamini-Hochberg (false discovery rate) procedure (Benjamini & Hochberg, 

1995).  

To explore whether there were any systematic group differences between the ASD and 

NT groups in error patterns, a 4 ́  4 confusion matrix was calculated between the target emotion 

and response provided for each condition. This matrix was calculated separately for each 

diagnostic group. A chi-squared test (χ2) was used to compare differences in the off-diagonal 

elements (i.e., representing a mismatch between the target emotion and response provided) 

between the two groups. 

3.3. Results 

3.3.1. Accuracy 

Table 3. 5. Linear mixed effects model results for diagnostic group, age group, condition, 
emotion, and their interactions on mean arcsine-transformed accuracy. 

Fixed effects df F p η2p 
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Diagnostic group 1 69.99 0.48 0.489 0.01 
Age group 2 69.99 6.84 0.002 0.16 
Condition 3 114.22 21.54 < 0.001 0.36 
Emotion 3 79.18 95.92 < 0.001 0.78 
Diagnostic group ´ age group 2 69.99 0.13 0.876 0.00 

Diagnostic group ´ condition 3 114.22 1.37 0.255 0.03 
Age group x condition 6 114.22 1.83 0.099 0.09 

Diagnostic group ´ emotion 3 79.18 0.30 0.822 0.01 

Age group ´ emotion 6 79.18 3.56 0.004 0.21 

Condition ´ emotion 9 769.06 25.05 < 0.001 0.23 
Diagnostic group ´ age group ´ condition 6 114.22 0.22 0.970 0.01 

Diagnostic group ´ age group ´ emotion 6 79.18 1.49 0.192 0.10 

Diagnostic group ´ condition ´ emotion 9 769.06 2.36 0.012 0.03 
Age group ´ condition ´ emotion 18 769.06 1.85 0.017 0.04 
Diagnostic group ´ age group ´ condition ´ emotion 18 769.06 0.46 0.973 0.01 

Note. R model equation: lmer (asin (sqrt (Accuracy)) ~ Diagnostic Group * Age Group * Condition * Emotion + (1 | Subject) + (0 + Condition + Emotion | 
Subject), control = lmerControl(optCtr = list(maxfun = 1e9), calc.derivs = FALSE)); significant effects and interactions are highlighted using bold font. 

 

Table 3.5 displays the full results summary of the linear mixed effects analysis on 

arcsine-transformed mean accuracy data. The analysis showed significant main effects of Age 

group (F(2, 69.99) = 6.84, p = 0.002, η2p = 0.16), Condition (F(3, 114.22) = 21.54, p < 0.001, 

η2p = 0.36), and Emotion (F(3, 79.18) = 95.92, p < 0.001, η2p = 0.78); the interactions of Age 

group ́  Emotion (F(6, 79.18) = 3.56, p = 0.004, η2p = 0.21), Condition ́  Emotion (F(9, 769.06) 

= 25.05, p < 0.001, η2p = 0.23), Diagnostic group ´ Condition ´ Emotion (F(9, 769.06) = 2.36, 

p = 0.012, η2p = 0.03), and Age ´ Condition ´ Emotion (F(18, 769.06) = 1.85, p = 0.017, η2p = 

0.04) were also significant. No other factors or interactions were significant. I will unpack both 

the three-way interactions below.  

3.3.1.1. Diagnostic group ´ Condition ´ Emotion 

This Diagnostic group ´ Condition ´ Emotion interaction was examined using linear 

mixed effects models for each condition, with mean arcsine-transformed accuracy as the 

dependent measure. Each model included Diagnostic group, Emotion, and their two-way 

interaction as fixed effects, and with by-subject intercept as random effects. The results of the 

models are summarised in Table 3.6. 
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Table 3. 6. Linear mixed effects model results for diagnostic group, emotion, and their 
interactions on mean arcsine-transformed accuracy for each condition separately. 

 Fixed effects df F p η2p 
Face       
 Diagnostic group 1 74 0.86 0.356 0.01 
 Emotion 3 222 63.31 < 0.001 0.46 
 Diagnostic group ´ emotion 3 222 0.65 0.584 0.00 

Object       
 Diagnostic group 1 74 0.34 0.559 0.00 
 Emotion 3 222 44.16 < 0.001 0.37 
 Diagnostic group ´ emotion 3 222 2.97 0.033 0.04 

Prosody       
 Diagnostic group 1 74 0.175 0.677 0.00 
 Emotion 3 222 40.82 < 0.001 0.36 
 Diagnostic group ´ emotion 3 222 2.29 0.079 0.03 

Song       
 Diagnostic group 1 74 1.53 0.219 0.02 
 Emotion 3 222 31.21 < 0.001 0.30 
 Diagnostic group ´ emotion 3 222 0.72 0.542 0.00 

Note. R model equation: lmer (asin (sqrt (Accuracy)) ~ Diagnostic Group * Emotion + (1 | Subject)); significant effects and interactions are highlighted using bold 
font. 

Faces 

When presented with faces, there was a significant effect of Emotion (F(3, 222) = 

63.31, p < 0.001, η2p = 0.46). Across the ASD and NT groups, the happy emotion (M = 0.93, 

SD = 0.11) was the most accurately recognised emotion from faces, followed by angry (M = 

0.77, SD = 0.19), with scared (M = 0.71, SD = 0.22) and sad emotions (M = 0.72, SD = 0.18) 

being the least accurately recognised (happy vs. angry: t(75) = 10.31, p < 0.001; happy vs. 

scared: t(75) = 12.16, p < 0.001; happy vs. sad: t(75) = 13.39, p < 0.001; angry vs. scared: t(75) 

= 2.69, p = 0.013; angry vs. sad: t(75) = 2.62, p = 0.013). 

Objects 

 When presented with objects, there was a significant effect of Emotion (F(3, 222) = 

44.16, p < 0.001, η2p = 0.37), as well as an interaction of Diagnostic group ´ Emotion (F(3, 

222) = 2.97, p = 0.033, η2p = 0.04). While the ASD and NT groups did not differ in accuracy 

across emotions, the two groups showed different performance among emotions.  

In the ASD group, the happy emotion (M = 0.94, SD = 0.13) was the most accurately 

recognised emotion from objects, followed by scared (M = 0.87, SD = 0.20), with angry (M = 
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0.77 SD = 0.18) and sad (M = 0.79, SD = 0.17) emotions being the least accurately recognised 

(happy vs. scared: t(37) = 2.61, p = 0.020; happy vs. angry: t(37) = 6.98, p < 0.001; happy vs. 

sad: t(37) = 6.46, p < 0.001; scared vs. angry: t(27) = 3.22, p = 0.005; scared vs. sad: t(37) = 

2.52, p = 0.020).  

In the NT group, the happy emotion (M = 0.93, SD = 0.11) was also the most accurately 

recognised emotion from objects, but was followed by scared (M = 0.85, SD = 0.13) and sad 

(M = 0.85, SD = 0.13), with the angry emotion (M = 0.72, SD = 0.14) being the least accurately 

recognised (happy vs. scared: t(37) = 6.96, p < 0.001; happy vs. sad: t(37) = 4.72, p < 0.001; 

happy vs. angry: t(37) = 12.84, p < 0.001; scared vs. angry: t(37) = 7.03, p < 0.001; sad vs. 

angry: t(37) = 5.86, p < 0.001) – see Figure 3.2.  

Thus, whereas the ASD group recognised anger and sadness equally poorly, the NT 

group recognised sadness better than anger with anger being the least accurately recognised.  

Prosody 

When presented with prosody, there was a significant effect of Emotion (F(3, 222) = 

40.82, p < 0.001, η2p = 0.36). Across the ASD and NT groups, the happy emotion (M = 0.91, 

SD = 0.15) was the most accurately recognised emotion from prosody, followed by angry (M 

= 0.80, SD = 0.20) and sad (M = 0.80, SD = 0.19), with the scared emotion (M = 0.61, SD = 

0.24) being the least accurately recognised (happy vs. angry: t(75) = 5.06, p < 0.001; happy vs. 

sad: t(75) = 5.58, p < 0.001; happy vs. scared: t(75) = 11.04, p < 0.001; angry vs. scared: t(75) 

= 5.42, p < 0.001; sad vs. scared: t(75) = 5.59, p < 0.001).  

Song 

When presented with song, there was a significant effect of Emotion (F(3, 222) = 31.21, 

p < 0.001, η2p = 0.30). Across the ASD and NT groups, the scared emotion (M = 0.52, SD = 

0.22) was the least accurately recognised emotion from song, which differed significantly from 

angry (M = 0.79, SD = 0.21), happy (M = 0.77, SD = 0.21), and sad (M = 0.76, SD = 0.24) 
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emotions (scared vs. angry: t(75) = - 8.86, p < 0.001; scared vs. happy: t(75) = -8.03, p < 0.001, 

scared vs. sad: t(75) = -7.64, p < 0.001). 

 

Figure 3. 2. Boxplots of mean accuracy for the ASD and NT groups in the emotion recognition 
task across the four conditions (face, object, prosody, and song) as a function of the four 
different emotions (angry, scared, happy, and sad). 

Summary 

The ASD and NT groups generally performed comparably across conditions and 

emotions but there were some idiosyncratic differences for objects but not for faces, prosody, 

and song across emotions. Across groups, happiness was the most accurately recognised 

emotion for all conditions, while sadness was the least accurately recognised emotion from 

faces, anger from objects, and fear from prosody and song.   
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Misclassification patterns between diagnostic groups by condition 

Table 3. 7. Confusion matrix for faces, face-like objects, prosody, and song by diagnostic 
group. Rows show each of the four target emotions and the columns show the proportion of 
responses (in percentage) that were given for the correct answer (in bold) and the three 
alternative response options.  

     ASD   NT 
   Angry Scared Happy Sad   Angry Scared Happy Sad 
Face  

 Angry 76.56 7.73 4.28 11.43  77.88 6.74 4.11 11.27 
 Scared 9.46* 70.81 4.61 15.13  5.84 70.64 5.35 18.17 
 Happy 2.63* 2.96 91.04 3.37  0.82 1.73 95.07 2.38 
 Sad 9.70* 12.66 8.72 68.91  6.50 12.01 7.15 74.34 

Object             
 Angry 76.15 8.96 2.96 11.92*  72.20 10.03 1.89 15.87 
 Scared 6.99 87.42 3.21 2.38***  4.69 85.36 3.62 6.33 
 Happy 0.58 2.96 93.59 2.88  0.74 2.06 93.01 4.19 
 Sad 5.43 10.94 4.44** 79.19  4.61 7.98 1.97 85.44 
Prosody            
 Angry 74.67 11.84 7.57 5.92  82.57 8.55 6.25 2.63 
 Scared 24.01 49.67 7.24 19.08  21.05 54.28 3.29 21.38 
 Happy 3.29 14.14 75.66 6.91  2.63 9.21 78.95 9.21 
 Sad 3.29 11.84 8.55 76.32  3.95 15.46 4.93 75.66 

Song            
 Angry 81.58 7.89 7.57 2.96  78.29 8.88 10.20 2.63 
 Scared 13.49 55.59 10.20 20.72  8.88 66.78 6.58 17.76 
 Happy 2.96 1.97 92.11 2.96  4.61 2.63 89.80 2.96 
 Sad 4.61 11.51 3.95 79.93  5.26 11.18 3.95 79.61 

Note. Asterisks (*) indicate significant differences in the frequencies of response provided between the ASD and NT groups with * p < 0.05; ** p < 0.01; *** p < 
0.001. 

To examine whether the ASD group were making systematic errors (i.e., confusing two 

emotions) that was not seen in the NT groups, the patterns of emotion misclassification were 

explored between the two groups. Table 3.7 presents the accuracy rates of responses to each 

emotion across conditions by diagnostic group. Results showed that for faces, the ASD group 

identified scared, happy, and sad faces as angry significantly more frequently compared to the 

NT group (scared-angry: χ2(1) = 10.41, p = 0.010; happy-angry: χ2(1) = 11.52, p = 0.010; sad-

angry: and χ2(1) = 7.72, p = 0.029). For objects, the ASD group identified sad objects as happy 

more frequently compared to the NT group (χ2(1) = 11.54, p = 0.006), which agrees with the 

Diagnostic group ´ Emotion interaction observed above – that is, the sad emotion was least 

accurately recognised emotion in the ASD group, which was not seen in the NT group. 

Conversely, the ASD group identified angry and scared objects less frequently compared to the 

NT group (angry-sad: χ2(1) = -6.82, p = 0.048; scared-sad: χ2(1) = -21.74, p < 0.00). The 
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misclassification pattern did not differ between the ASD and NT groups across emotions for 

prosody and song.  

3.3.1.2. Age group ´ Condition ´ Emotion 

The Age group ´ Condition ´ Emotion interaction was examined using linear mixed 

effects models for each condition, with mean arcsine-transformed accuracy as the dependent 

measure. Each model included Age group, Emotion, and their two-way interaction as fixed 

effects, and with by-subject intercept as random effects. The results of the models are 

summarised in Table 3.8. 

Table 3. 8. Linear mixed effects model results for age group, emotion, and their interactions 
on mean arcsine-transformed accuracy for each condition separately. 

 Fixed effects df F p η2p 
Face       
 Age group 2 73 9.89 < 0.001 0.21 
 Emotion 3 219 67.67 < 0.001 0.48 
 Age group ´ emotion 6 219 3.90 0.001 0.10 
Object       
 Age group 2 73 0.96 0.388 0.03 
 Emotion 3 219 45.23 < 0.001 0.38 
 Age group ´ emotion 6 219 2.59 0.019 0.07 

Prosody       
 Age group 2 73 5.67 0.005 0.13 
 Emotion 3 219 39.12 < 0.001 0.35 
 Age group ´ emotion 6 219 0.82 0.557 0.02 

Song       
 Age group 2 73 5.89 0.004 0.14 
 Emotion 3 219 33.33 < 0.001 0.31 
 Age group ´ emotion 6 219 2.97 0.008 0.08 

Note. R model equation: lmer (asin (sqrt (Accuracy)) ~ Age Group * Emotion + (1 | Subject)); significant effects and interactions are highlighted using bold font. 

Faces 

When presented with faces, the effects of Age group (F(2, 73) = 9.89, p < 0.001, η2p = 

0.21) and Emotion (F(3, 219) = 67.67, p < 0.001, η2p = 0.48), as well as the interaction of Age 

group ´ Emotion (F(6, 219) = 3.90, p = 0.001, η2p = 0.10) were all significant. It was found 

that the recognition of the happy and sad emotions from faces reached adult-level accuracy the 

earliest by late childhood, as no age-related differences were observed for these emotions. 
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These were followed by the recognition of the angry emotion: children (M = 0.72, SD = 0.19) 

showed lower accuracy for angry faces than adults (M = 0.83, SD = 0.16) (t(51.91) = -2.48, p 

= 0.049), while adolescents showed no difference compared to either group. By contrast, the 

recognition of the scared emotion from faces followed a more protracted developmental 

trajectory, as children (M = 0.56, SD = 0.23) showed lower accuracy for scared faces than 

adolescents (M = 0.73, SD = 0.17), who in turn showed lower accuracy than adults (M = 0.85, 

SD = 0.12) (child vs. adolescent: t(47.54) = -3.05, p = 0.006; child vs. adult: t(48.99) = -6.23, 

p < 0.001; adolescent vs. adult: t(41.01) = -2.86, p = 0.007).  

Examining the performance across emotions for faces, the happy emotion was the most 

accurately recognised emotion in all three age groups: children (happy, M = 0.90, SD = 0.13; 

angry, M = 0.72, SD = 0.19; sad, M = 0.69, SD = 0.20; scared, M = 0.56, SD = 0.23; happy vs. 

angry: t(27) = 6.79, p < 0.001; happy vs. sad: t(27) = 6.82, p < 0.001; happy vs. scared: t(27) 

= 10.77, p < 0.001), adolescents (happy, M = 0.93, SD = 0.13; angry, M = 0.77, SD = 0.20; 

scared, M = 0.73, SD = 0.17; sad, M = 0.67, SD = 0.18; happy vs. angry: t(21) = 6.25, p < 

0.001; happy vs. scared: t(21) = 6.22, p < 0.001; happy vs. sad: t(21) = 9.85, p < 0.001), and 

adults (happy, M = 0.97, SD = 0.04; angry, M = 0.72, SD = 0.19; scared, M = 0.56, SD = 0.23; 

sad, M = 0.69, SD = 0.20; happy vs. angry: t(25) = 4.94, p < 0.001; happy vs. scared: t(25) = 

5.43, p < 0.001; happy vs. sad: t(25) = 7.37, p < 0.001).  

The three age groups, however, showed different accuracy patterns among the other 

emotions. In children, the angry and sad emotions were recognised equally accurately from 

faces, with the scared emotion being the least accurately recognised emotion (angry vs. scared: 

t(27) = 4.85, p < 0.001; sad vs. scared: t(27) = 3.00, p = 0.007).  

In adolescents, the angry emotion was recognised more accurately than the sad emotion 

from faces (t(21) = 2.37, p = 0.041), with the recognition of the scared emotion showing no 

difference to that of either emotion.  
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In adults, the angry, scared, and sad emotions were recognised equally accurately from 

faces – see Figure 3.3. 

These accuracy patterns among emotions further reinforced the more protracted 

improvement with fear in development, whereas fear was the least accurately recognised 

emotion from faces in children, the recognition of fear reached similar levels to that of anger 

and sadness over time. Happiness remained the most accurately recognised emotion across 

ages. 

Objects 

When presented with objects, there was a significant effect of Emotion (F(3, 219) = 

45.23, p < 0.001, η2p = 0.38), as well as an interaction of Age group ´ Emotion (F(6, 219) = 

2.59, p = 0.019, η2p = 0.07). It was found that the recognition of angry, scared, and happy 

emotions from objects reached adult-level accuracy by late childhood, as no age-related 

differences were observed for these emotions. These were followed by the recognition of the 

sad emotion from objects: children (M = 0.79, SD = 0.13) showed lower accuracy for sad 

objects than adults (M = 0.89, SD = 0.09) (t(51.56) = 3.07, p = 0.010), while adolescents 

showed no difference compared to either group. 

Examining the performance across emotions for objects, the happy emotion was the 

most accurately recognised emotion in all three age groups: children (happy, M = 0.93, SD = 

0.10; angry, M = 0.76, SD = 0.16; scared, M = 0.81, SD = 0.21; sad, M = 0.79, SD = 0.13; 

happy vs. angry: t(27) = 7.82, p < 0.001; happy vs. scared: t(27) = 3.98, p < 0.001; happy vs. 

sad: t(27) = 6.71, p < 0.001), adolescents (happy, M = 0.94, SD = 0.12, scared, M = 0.90, SD 

= 0.15; angry, M = 0.74, SD = 0.17; sad, M = 0.79, SD = 0.20; happy vs. scared: t(21) = 2.40, 

p = 0.031; happy vs. angry: t(21) = 8.64, p < 0.001; happy vs. sad: t(21) = 4.88, p < 0.001), and 

adults (happy, M = 0.93, SD = 0.13; scared, M = 0.88, SD = 0.12; sad, M = 0.89, SD = 0.09; 
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angry, M = 0.74, SD = 0.17; happy vs. scared: t(25) = 2.68, p = 0.019; happy vs. sad: t(25) = 

2.55, p = 0.021; happy vs. angry: t(25) = 6.30, p < 0.001).  

The three age groups, however, showed different accuracy patterns among the other 

emotions. In children, the recognition accuracy did not differ across the angry, scared, and sad 

emotions for objects.  

In adolescents, the scared emotion was recognised more accurately than the angry and 

sad emotions, which did not differ from each other (scared vs. angry: t(21) = 5.95, p < 0.001; 

scared vs. sad: t(21) = 3.78, p = 0.002).  

In adults, the scared and sad emotions were recognised equally accurately, with the 

angry emotion being the least accurately recognised (scared vs, angry: t(25) = 4.26, p < 0.001; 

sad vs. angry: t(25) = 3.61, p = 0.003) – see Figure 3.3. 

These accuracy patterns among emotions outlined that while the recognition of fear, 

followed by sadness, exceeded that of anger with increasing age, the recognition of anger from 

objects remained poor across ages. Happiness was the most accurately recognised emotion 

across ages. 

Prosody 

When presented with prosody, there was a significant effect of Age group (F(2, 73) = 

5.67, p = 0.005, η2p = 0.13), with children (M = 0.73, SD = 0.26) and adolescents (M = 0.77, 

SD = 0.21) generally showing lower accuracy than adults (M = 0.84, SD = 0.17) across 

emotions (Child vs. Adolescent: t(197.79) = -1.19, p = 0.237; Child vs. Adult: t(206.12) = -

3.50, p = 0.002; Adolescent vs. Adult: t(180.31) = -2.36, p = 0.029).  

  

The effect of Emotion was also significant (F(3, 219) = 39.12, p < 0.001, η2p = 0.35). 

Across age groups, the happy emotion (M = 0.91, SD = 0.15) was the most accurately 

recognised emotion from prosody, followed by angry (M = 0.80, SD = 0.20) and sad (M = 
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0.80, SD = 0.19), with the scared emotion (M = 0.61, SD = 0.24) being the least accurately 

recognised (happy vs. angry: t(146.18) = 4.35, p < 0.001; happy vs. sad: t(148.03) = 4.46, p < 

0.001; happy vs. scared: t(147.46) = 10.12, p < 0.001; angry vs. scared: t(149.85) = 5.26, p < 

0.001; sad vs. scared: t(149.96) = 5.40, p < 0.001).  

Song 

When presented with song, there were significant effects of Age group (F(2, 73) = 5.89, 

p = 0.004, η2p = 0.14) and Emotion group (F(3, 219) = 33.33, p < 0.001, η2p = 0.31) as well as 

a significant interaction of Age group ´ Emotion group (F(6, 219) = 2.97, p = 0.008, η2p = 

0.08). It was found that the recognition of angry, happy, and sad emotions from song reached 

adult-level performance by late childhood, as no age-related differences were found for these 

emotions. These were followed by the recognition of the scared emotion: while no difference 

was observed between children (M = 0.40, SD = 0.19) and adolescents (M = 0.46, SD = 0.21), 

both groups showed lower accuracy for scared song than adults (M = 0.70, SD = 0.13) (child 

vs. adult: t(51.79) = -6.36, p < 0.001; adolescent vs. adult: t(34.35) = -4.18, p < 0.001).  

Examining the performance across emotions for song, children and adolescents showed 

similar patterns that differed from those exhibited by adults. In both children and adolescents, 

the scared emotion was the least accurately recognised emotion (children: scared, M = 0.40, 

SD = 0.19; angry, M = 0.74, SD = 0.23; happy, M = 0.75, SD = 0.18; sad, M = 0.71, SD = 

0.23; scared vs. angry: t(27) = -6.24, p < 0.001; scared vs. happy: t(27) = -6.78, p < 0.001; 

scared vs. sad: t(27) = -5.21, p < 0.001; adolescents: scared, M = 0.46, SD = 0.21; angry, M = 

0.75, SD = 0.21; happy, M = 0.83, SD = 0.23; sad, M = 0.76, SD = 0.27; scared vs. angry: t(21) 

= -4.46, p < 0.001; scared vs. happy: t(21) = 8.53, p < 0.001; scared vs. sad: t(21) = -5.28, p < 

0.001). The recognition accuracy did not differ across the angry, happy, and sad emotions in 

both children and adolescents.  



 138 

By contrast, in adults, the scared emotion (M = 0.70, SD = 0.13) was less accurately 

recognised from song than the angry (M = 0.87, SD = 0.15) and sad emotions (M = 0.81, SD 

= 0.22) (scared vs. angry: t(25) = -4.65, p < 0.001; scared vs. sad: t(25) = -2.94, p = 0.021), 

where the recognition of the happy emotion did not differ from any of these emotions – see 

Figure 3.3. 

These accuracy patterns among emotions reinforced the more protracted development 

of fear recognition for song: whereas fear was the least accurately recognised emotion from 

song at a younger age, the recognition of this emotion gradually reached similar levels as that 

of happiness.  

 

Figure 3. 3. Boxplots of mean accuracy for children, adolescents, and adults in the emotion 
recognition task across the four conditions (face, object, prosody, and song) as a function of 
the four different emotions (angry, scared, happy, and sad). 
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and song (i.e., anger, happiness, and sadness). By contrast, the recognition accuracy continued 

to improve for the other emotions for faces (i.e., anger and fear), objects (i.e., sadness), and 

song (i.e., fear) and across emotions for prosody beyond late childhood. Across groups, 

happiness was the most accurately recognised emotion for all conditions, while sadness was 

the least accurately recognised emotion from faces, anger from objects, and fear from prosody 

and song.  

3.3.2. Response time 

Table 3. 9. Linear mixed effects model results for diagnostic group, age group, condition, 
emotion, and their interactions on mean log-transformed RT. 

Fixed effects df F p η2p 
Diagnostic group 1 69.99 10.71 0.002 0.13 
Age group 2 69.99 5.30 0.007 0.13 
Condition 3 69.93 17.57 < 0.001 0.43 
Emotion 3 69.82 40.56 < 0.001 0.64 

Diagnostic group ´ age group 2 69.99 1.66 0.197 0.05 

Diagnostic group ´ condition 3 69.93 0.84 0.475 0.03 

Age group ´ condition 6 69.93 4.56 < 0.001 0.28 
Diagnostic group x emotion 3 69.82 0.78 0.508 0.03 

Age group ´ emotion 6 69.83 0.50 0.808 0.04 

Condition ´ emotion 9 627.28 4.76 < 0.001 0.06 
Diagnostic group ´ age group ´ condition 6 69.93 0.90 0.500 0.07 

Diagnostic group ´ age group ´ emotion 6 69.83 0.58 0.742 0.05 

Diagnostic group ´ condition ´ emotion 9 627.28 0.64 0.764 0.00 

Age group ´ condition x emotion 18 627.25 1.68 0.039 0.05 

Diagnostic group ´ age group ´ condition ´ emotion 18 627.25 1.07 0.377 0.03 

Note. R model equation: lmer (log(Response time) ~ Diagnostic Group * Age Group * Condition * Emotion + (1 + Condition + Emotion | Subject)); significant 
effects and interactions are highlighted using bold font. 

Table 3.9 displays the full model results summary of the linear mixed effects analysis 

on log-transformed mean RT data. The analysis showed a significant main effect of Diagnostic 

group (F(1, 69.99) = 10.71, p = 0.002, η2p = 0.13). In general, the RT was slower for the ASD 

group (M = 1717.69, SD = 531.03) than for the NT group (M = 1373.56, SD = 360.26) (Figure 

3.4). The main effects of Age group (F(2, 69.99) = 5.30, p = 0.007, η2p = 0.13), Condition (F(3, 

69.93) = 17.57, p < 0.001, η2p = 0.43), and Emotion (F(3, 69.82) = 40.56, p < 0.001, η2p = 

0.64), as well as the interactions of Age group ´ Condition (F(6, 69.93) = 4.56, p < 0.001, η2p 

= 0.28) and Condition ´ Emotion (F(9, 627.28) = 4.76, p < 0.001, η2p = 0.06) were also 
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significant, all of which were further qualified by a three-way interaction of Age group ´ 

Condition ´ Emotion (F(18, 627.25) = 1.68, p = 0.039, η2p = 0.05). No other factors and 

interactions were significant. In the following subsection, I will unpack the three-way 

interaction. 

 

Figure 3. 4. Boxplots of overall mean RT for the ASD and NT groups in the emotion 
recognition task. 
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The Age group ´ Condition ´ Emotion interaction was examined using linear mixed 

effects models for each condition, with mean log-transformed RT as the dependent measure. 
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Table 3. 10. Linear mixed effects model results for age group, emotion, and their interactions 
on mean log-transformed RT for each condition separately. 

 Fixed effects df F p η2p 
Face       
 Age group 2 73 3.02 0.055 0.08 
 Emotion 3 219 58.48 < 0.001 0.44 
 Age group ´ emotion 6 219 2.48 0.024 0.06 

Object       
 Age group 2 72.99 10.30 < 0.001 0.22 
 Emotion 3 218.02 26.77 < 0.001 0.27 
 Age group ´ emotion 6 218.02 0.92 0.483 0.02 

Prosody       
 Age group 2 72.89 0.59 0.559 0.02 
 Emotion 3 216.22 8.08 < 0.001 0.10 
 Age group ´ emotion 6 216.23 1.89 0.084 0.05 

Song       
 Age group 2 73.14 2.78 0.069 0.07 
 Emotion 3 216.40 4.47 0.005 0.06 
 Age group ´ emotion 6 216.38 0.27 0.952 0.00 

Note. R model equation: lmer (log(Response time) ~ Age Group * Emotion + (1 | Subject)); significant effects and interactions are highlighted using bold font. 

Faces 

When presented with faces, there was a significant effect of Emotion (F(3, 219) = 

58.48, p < 0.001, η2p = 0.44) and interaction of Age group ´ Emotion (F(16, 219) = 2.48, p = 

0.024, η2p = 0.06). It was found that adult-level RT was achieved by late childhood for the 

angry and sad emotions, as no age-related differences were observed for these emotions. These 

were followed by the recognition of the scared and happy emotions: children showed 

significantly slower RTs than adults when recognising scared faces (child, M = 2574.37, SD = 

1276.23; adult, M = 1672.32, SD = 598.51; t(44.97) = 3.11, p = 0.010) and happy faces (child, 

M = 1670.18, SD = 614.87; adult, M = 1277.51, SD = 529.31; t(51.66) = 2.57, p = 0.039), with 

adolescents showing no difference to either group. 

Examining the performance across emotions for faces, the happy emotion was the 

fastest recognised emotion in all three age groups: children (happy, M = 1670.18, SD = 614.87; 

angry, M = 2068.13, SD = 918.03; sad, M = 2091.13, SD = 973.34; scared, M = 2574.37, SD 

= 1276.23; happy vs. angry: t(27) = -4.79, p < 0.001; happy vs. sad: t(27) = -4.75, p < 0.001; 

happy vs. scared: t(27) = -7.94, p < 0.001), adolescents (happy, M = 1474.35, SD = 686.16; 

angry, M = 1769.46, SD = 838.88; scared, M = 1890.78, SD = 856.41; sad, M = 1862.99, SD 
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= 870.64; happy vs. angry: t(21) = -3.73, p = 0.002; happy vs. scared: t(21) = -5.84, p < 0.001; 

happy vs. sad: t(21) = -4.02, p = 0.002), and adults (happy, M = 1277.51, SD = 529.31; angry, 

M = 1611.19, SD = 644.62; scared, M = 1672.32, SD = 598.51; sad, M = 1701.38, SD = 644.29; 

happy vs. angry: t(25) = -6.19, p < 0.001; happy vs. scared: t(25) = -6.72, p < 0.001; happy vs. 

sad: t(25) = -8.73, p < 0.001).  

The RT pattern for the other emotions was similar in adolescents and adults, which 

differed from that exhibited by children. That is, whereas the scared emotion was recognised 

the slowest in children (angry vs. scared: t(27) = -4.30, p < 0.001; sad vs. scared: t(17) = -6.31, 

p < 0.001), the recognition RT of the angry, scared, and sad emotions did not differ in 

adolescents and adults – see Figure 3.5. 

These accuracy patterns among emotions further reinforced the more protracted 

development for fear: whereas fear was recognised the slowest compared to other emotions in 

children, the recognition of this emotion reached similar speed levels as that of anger and 

sadness by adolescence. Happiness remained the fastest recognised emotion across ages. 

Objects 

When presented with objects, there was a significant effect of Age group (F(2, 72.99) 

= 10.30, p < 0.001, η2p = 0.22), with children (M = 1835.28, SD = 724.25) showing slower RT 

than adolescents (M = 1343.31, SD = 567.26) and adults (M = 1300.12, SD = 517.07), who did 

not differ from each other (child vs. adolescent: t(175.81) = 6.68, p < 0.001; children vs. adult: 

t(210.68) = 7.84, p < 0.001). 

The effect of Emotion was also significant (F(3, 218.02) = 26.77, p < 0.001, η2p = 0.27). 

Overall, the happy emotion (M = 1367.64, SD = 555.13) was the fastest recognised emotion 

from objects, followed by angry (M = 1501.16, SD = 653.13) and sad (M = 1519.74, SD = 

594.83), with the scared emotion (M = 1648.15, SD = 800.13) being recognised the slowest 

(happy vs. angry: t(74) = -4.87, p < 0.001; happy vs. sad: t(74) = -6.80, p < 0.001; happy vs. 
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scared: t(74) = -9.54, p < 0.001; angry vs. scared: t(74) = -3.99, p < 0.001; sad vs. scared: t(74) 

= -3.24, p = 0.002).  

Prosody 

When presented with prosody, there was a significant effect of Emotion (F(3, 216.22) 

= 8.08, p < 0.001, η2p = 0.10). Across age groups, the happy emotion (M = 1331.09, SD = 

486.77) was recognised faster from prosody than the scared (M = 1506.09, SD = 455.72) and 

sad emotions (M = 1452.00, SD = 437.04), which did not differ from each other (happy vs. 

scared: t(72) = -4.48, p < 0.001; happy vs. sad: t(72) = -3.08, p = 0.009). There was no 

difference between recognition of the angry emotion and other emotions from prosody.  

Song 

When presented with song, there was a significant effect of Emotion (F(3, 216.40) = 

4.47, p = 0.005, η2p = 0.06). Across age groups, the scared emotion (M = 1546.39, SD = 602.97) 

was the slowest recognised emotion from song, with no difference found between the angry 

(M = 1432.50, SD = 726.65), happy (M = 1362.93, SD = 602.39), and sad emotions (M = 

1376.10, SD = 438.59) (scared vs. angry: t(72) = 2.34, p = 0.045; scared vs. happy: t(72) = 

3.35, p = 0.008; scared vs. sad: t(72) = 2.48, p = 0.045).  
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Figure 3. 5. Boxplots of mean RT for children, adolescents, and adults in the emotion 
recognition task across the four conditions (face, object, prosody, and song) as a function of 
the four different emotions (angry, scared, happy, and sad). 

Summary 

Adult-level recognition speed appeared to be well-established by late childhood across 

emotions for prosody and song and across some emotions for faces (i.e., anger and sadness). 
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performance during adolescence. Adult-level recognition speed appeared to be well-
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for faces (i.e., anger and sadness). The recognition speed continued to improve for the other 
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recognised emotion for all conditions. In addition to fear, sadness was also the slowest 

recognised emotion for speech prosody across age groups. 

3.3.3. Speed-accuracy composite score 

Table 3. 11. Linear mixed effects model results for diagnostic group, age group, condition, 
emotion, and their interactions on mean SACS. 

Fixed effects df F p η2p 
Diagnostic group 1 69.97 10.66 0.002 0.13 
Age group 2 69.98 11.24 < 0.001 0.24 
Condition 3 70.19 0.01 0.998 0.00 
Emotion 3 69.86 72.41 < 0.001 0.76 

Diagnostic group ´ age group 2 69.98 0.92 0.403 0.03 

Diagnostic group ´ condition 3 70.19 0.39 0.762 0.02 
Age group x condition 6 70.20 2.28 0.045 0.16 

Diagnostic group ´ emotion 3 69.86 0.07 0.974 0.00 

Age group ´ emotion 6 69.87 3.12 0.009 0.21 
Condition ´ emotion 9 626.48 16.82 < 0.001 0.19 

Diagnostic group ´ age group ´ condition 6 70.20 1.30 0.267 0.10 

Diagnostic group ´ age group ´ emotion 6 69.87 0.60 0.726 0.05 

Diagnostic group ´ condition ´ emotion 9 626.48 1.50 0.144 0.02 

Age group ´ condition ´ emotion 18 626.44 2.61 < 0.001 0.07 

Diagnostic group ´ age group ´ condition ´ emotion 18 626.44 0.97 0.487 0.03 

Note. R model equation: lmer (Speed-Accuracy Composite Score ~ Diagnostic Group * Age Group * Condition * Emotion + (1 + Condition + Emotion | Subject), 
control = lmerControl(optimizer = "bobyqa")); significant effects and interactions are highlighted using bold font. 

 

Table 3.11 displays the full model results summary of the linear mixed effects analysis 

on speed-accuracy composite score data. The analysis showed a significant main effect of 

Diagnostic group (F(1, 69.97) = 10.66, p = 0.002, η2p = 0.13), with the ASD group (M = -0.30, 

SD = 0.97) showing lower SACS than the NT group (M = 0.29, SD = 0.74) (Figure 3.6). This 

suggests that in general, the ASD group were less efficient than the NT group in the emotion 

recognition task. The main effects of Age group (F(2, 69.98) = 11.24, p < 0.001, η2p = 0.24) 

and Emotion (F(3, 69.86) = 72.41, p < 0.001, η2p = 0.76), as well as the two-way interactions 

of Age group ´ Condition (F(6, 70.20) = 2.28, p = 0.045, η2p = 0.16), Age group ´ Emotion 

(F(6, 69.87) = 3.12, p = 0.009, η2p = 0.21), and Condition x Emotion (F(9, 626.48) = 16.82, p 

< 0.001, η2p = 0.19) were all significant. Most importantly, a three-way interaction of Age 

group ́  Condition ́  Emotion was also significant (F(18, 626.44) = 2.61, p < 0.001, η2p = 0.07). 
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No other factors and interactions were significant. I will unpack the three-way interaction in 

the subsequent subsection.  

 

Figure 3. 6. Boxplots of overall mean SACS for the ASD and NT groups in the emotion 
recognition task. 
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The Age group ´ Condition ´ Emotion interaction was examined using linear mixed 
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Object       
 Age group 2 73.03 6.19 0.003 0.14 
 Emotion 3 218.11 38.88 < 0.001 0.35 
 Age group ´ emotion 6 218.11 2.86 0.010 0.07 
Prosody       
 Age group 2 73.23 2.66 0.077 0.07 
 Emotion 3 216.80 30.57 < 0.001 0.30 
 Age group ´ emotion 6 216.82 1.07 0.381 0.03 

Song       
 Age group 2 73.13 7.52 0.001 0.17 
 Emotion 3 216.71 25.12 < 0.001 0.26 
 Age group ´ emotion 6 216.68 2.02 0.065 0.05 

Note. R model equation: lmer (Speed-Accuracy Composite Score ~ Age Group * Emotion + (1 | Subject)); significant effects and interactions are highlighted 
using bold font. 

Faces 

When presented with faces, there were significant main effects of Age group (F(2, 73) 

= 13.54, p < 0.001, η2p = 0.27) and Emotion (F(3, 219) = 65.37, p < 0.001, η2p = 0.47), as well 

as a significant interaction of Age group ´ Emotion (F(6, 219) = 7.32, p < 0.001, η2p = 0.17). 

It was found that children showed lower SACS than adults across all emotions for faces: angry 

(child, M = -0.58, SD = 1.23; adult, M = 0.48, SD = 1.39; t(50.11) = -2.99, p = 0.013), scared 

(child, M = -2.01, SD = 1.64; adult, M = 0.53, SD = 1.00; t(45.06) = -6.96, p < 0.001), happy 

(child, M = 0.77, SD = 0.91, adult: M = 1.55, SD = 0.66; t(49.20) = -3.65, p = 0.002), and sad 

(child, M = -0.76, SD = 1.33; adult, M = 0.11, SD = 1.01; t(50.09) = -2.72, p = 0.027). While 

children showed lower SACS than adolescents (M = -0.37, SD = 1.20) for scared faces 

(t(47.79) = -4.10, p < 0.001), the two groups showed comparable SACS for angry, happy, and 

sad faces. Moreover, adolescents also showed lower SACS than adults for scared faces (t(41) 

= -2.81, p = 0.008), while no other differences were found between adolescents and adults. 

Examining the performance among emotions for faces, all three age groups showed the 

highest SACS for the happy emotion: children (happy: M = 0.77, SD = 0.91; angry: M = -0.58, 

SD = 1.23; sad: M = -0.76, SD = 1.33; scared: M = -2.01, SD = 1.64; happy vs. angry: t(27) = 

6.94, p < 0.001; happy vs. sad: t(27) = 6.31, p < 0.001; happy vs. scared: t(27) = 10.73, p < 

0.001), adolescents (happy, M = 1.12, SD = 1.07; angry, M = -0.03, SD = 1.21; scared, M = -

0.37, SD = 1.20; sad, M = -0.61, SD = 1.25; happy vs. angry: t(21) = 6.16, p < 0.001; happy 
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vs. scared: t(21) = 6.38, p < 0.001; happy vs. sad: t(21) = 8.21, p < 0.001), and adults (happy: 

M = 1.55, SD = 0.66; angry, M = 0.48, SD = 1.39; scared, M = 0.53, SD = 1.00; sad, M = 0.11, 

SD = 1.01; happy vs. angry: t(25) = 4.69, p < 0.001; happy vs. scared: t(25) = 5.41, p < 0.001; 

happy vs. sad: t(25) = 8.09, p < 0.001). 

Children, however, showed different SACS patterns for the other emotions compared 

to adolescents and adults. Specifically, children showed lower SACS for the scared emotion 

compared to the angry and sad emotions, which did not differ from each other (scared vs. angry: 

t(27) = -6.05, p < 0.001; scared vs. sad: t(27) = -4.60, p < 0.001). Conversely, adolescents and 

adults showed no difference across the angry, scared, and sad emotions for faces – see Figure 

3.7. 

These SACS patterns indicate that the recognition efficiency of fear for faces underwent 

substantial improvement in development and reached similar levels as that of anger and sadness 

with increasing age. Happiness remained the most efficiently recognised emotion across ages. 

Objects 

When presented with objects, there were significant main effects of Age group (F(2, 

73.03) = 6.19, p = 0.003, η2p = 0.14) and Emotion (F(3, 218.11) = 38.88, p < 0.001, η2p = 0.35), 

as well as a significant interaction of Age group ´ Emotion (F(6, 218.11) = 2.86, p = 0.010, η2p 

= 0.07). It was found that adult-level SACS for the angry emotion with objects was reached by 

late childhood, as no age-related differences were observed for this emotion. Children, 

however, showed lower SACS than adults across the other emotions for objects: scared (child, 

M = -0.84, SD = 1.80; adult, M = 0.37, SD = 1.42; t(49.09) = -2.73, p = 0.013), happy (child, 

M = 0.30, SD = 1.05; adult, M = 1.07, SD = 1.40; t(46.23) = -2.27, p = 0.042), and sad (child, 

M = -0.78, SD = 1.16; adult, M = 0.59, SD = 1.04; t(51.93) = -4.57, p < 0.001). While children 

showed lower SACS than adolescents for scared objects (adolescent, M = 0.52, SD = 1.09; 

t(43.71) = -3.25, p = 0.007) and happy objects (adolescent, M = 1.04, SD = 0.88; t(47.77) = -



 149 

2.72, p = 0.027), the two groups showed no difference in SACS for angry and sad objects. 

There was also no difference in SACS between adolescents and adults across all emotions for 

objects. 

Examining the performance among emotions for objects, all three age groups showed 

the highest SACS for the happy emotion: children (happy, M = 0.30, SD = 1.05; angry, M = -

1.00, SD = 1.44; scared, M = -0.84, SD = 1.80; sad, M = -0.78, SD = 1.16; happy vs. angry: 

t(26) = 6.91, p < 0.001; happy vs. scared: t(26) = 5.85, p < 0.001; happy vs. sad: t(26) = 5.54, 

p < 0.001), adolescents (happy, M = 1.04, SD = 0.88; angry, M = -0.41, SD = 1.20; scared, M 

= 0.52, SD = 1.09; sad, M = -0.24, SD = 1.59; happy vs angry: t(21) = 7.63, p < 0.001; happy 

vs. scared: t(21) = 3.33, p = 0.004; happy vs. sad: t(21) = 5.42, p < 0.001), and adults (happy, 

M = 1.07, SD = 1.40; angry, M = -0.34, SD = 1.37; scared, M = 0.37, SD = 1.42, sad, M = 

0.59, SD = 1.04; happy vs. angry: t(25) = 5.17, p < 0.001; happy vs. scared: t(25) = 4.22, p < 

0.001; happy vs. sad: t(25) = 2.55, p = 0.021). 

Whereas children showed no difference in SACS for angry, scared, and sad objects, 

adolescents and adults did. Specifically, adolescents showed higher SACS for scared objects 

compared to angry and sad objects which did not differ from each other (scared vs. angry: t(21) 

= 4.83, p < 0.001; scared vs. sad: t(21) = 3.70, p = 0.002). By contrast, adults showed no 

difference in SACS for scared and sad objects, where both scared and sad objects had higher 

SACS than angry objects (scared vs. angry: t(25) = 2.85, p = 0.013; sad vs. angry: t(25) = 3.74, 

p = 0.002) – see Figure 3.7. 

These SACS patterns indicate that the recognition efficiency of fear and sadness 

underwent great improvement in development and excelled that of anger with increasing age. 

Happiness remained the most efficiently recognised emotion across ages. 
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Prosody 

When presented with prosody, there was a significant effect of Emotion (F(3, 216.80) 

= 30.57, p < 0.001, η2p = 0.30). Across age groups, prosody showed the highest SACS when 

conveying the happy emotion (M = 0.79, SD = 1.40), followed by angry (M = 0.13, SD = 1.34) 

and sad (M = -0.01, SD = 1.43), with prosody showing the lowest SACS when conveying the 

scared emotion (M = -0.93, SD = 1.40) (happy vs. angry: t(72) = 3.64, p < 0.001; happy vs. 

sad: t(72) = 4.58, p < 0.001; happy vs. scared: t(72) = 9.10, p < 0.001; angry vs. scared: t(72) 

= 5.61, p < 0.001; sad vs. scared: t(72) = 4.85, p < 0.001).  

Song 

When presented with song, there was a significant effect of Age group (F(2, 73.13) = 

7.52, p = 0.001, η2p = 0.170). Overall, children (M = -0.54, SD = 1.70) showed lower SACS 

for song than adolescents (M = 0.26, SD = 1.26) and adults (M = 0.37, SD = 1.20), who did 

not differ from each other (child vs. adolescent: t(194.70) = -3.82, p < 0.001; child vs. adult: 

t(198.21) = -4.56, p < 0.001).  

The effect of Emotion was also significant (F(3, 216.71) = 25.12, p < 0.001, η2p = 0.26). 

Across age groups, song showed the lowest SACS when conveying the scared emotion (M = -

0.95, SD = 1.30), with no difference found across the angry (M = 0.29, SD = 1.50), happy (M 

= 0.35, SD = 1.43), and sad emotions (M = 0.27, SD = 1.27) (scared vs. angry: t(72) = -6.97, p 

< 0.001; scared vs. happy: t(72) = -6.78, p < 0.001; scared vs. sad: t(72) = -6.68, p < 0.001).  
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Figure 3. 7. Boxplots of mean SACS for children, adolescents, and adults in the emotion 
recognition task across the four conditions (face, object, prosody, and song) as a function of 
the four different emotions (angry, scared, happy, and sad). 

Summary 

Adult-level recognition efficiency appeared to be well-established by late childhood 

across emotions for prosody and across some emotions for objects (i.e., anger). The recognition 

efficiency continued to improve for the other emotions for objects (i.e., fear, happiness, and 

sadness) and across emotions for both faces and song beyond late childhood and reached adult-

level performance during adolescence, though with one exception – the recognition efficiency 

of fear for faces followed a more protracted trajectory and developed throughout adolescence. 

Across age groups, happiness was the most efficiently recognised emotion for all conditions. 

While scared was the least efficiently recognised emotion for faces, prosody, and song, anger 

and sadness were the least efficiently recognised emotions for objects. 
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3.4. Discussion 

The present study examined whether emotion recognition in human faces, face-like 

objects, speech prosody, and song differed between autistic and NT individuals across 

development. First, the findings revealed that the ASD and NT groups did not differ in 

recognition accuracy across domains and emotions. There were, however, some differences as 

to how the two groups misidentified emotions conveyed through faces and face-like objects. 

Importantly, the ASD group was generally slower and less efficient in emotion recognition 

than the NT group regardless of domain and emotion. Secondly, general age-related 

improvements were evident across both ASD and NT groups. The trajectories of these 

improvements, nevertheless, varied by domain and emotion depending on performance index 

(i.e., accuracy, RT, or SACS). In particular, the recognition of fear for both faces and song 

reached adult-level performance later in development. Crucially, there was no evidence for 

differential developmental trajectories of emotion recognition between autistic and NT 

individuals. Thirdly, across all groups, certain emotions were better recognised than others in 

the different domains. These findings are further discussed below. 

3.4.1. Intact recognition accuracy at the expense of longer response time in ASD across 

domains and emotions 

As discussed in Section 3.1, the literature has accumulated evidence to suggest that 

emotion recognition impairments in ASD may be specific to domain(s) and emotion(s). 

However, findings from separate studies could not often be compared due to variations in 

participant samples and the stimuli used. The present study was carried out to address these 

issues. It was found that autistic individuals were less efficient in emotion recognition than NT 

individuals across domains and emotions, as reflected in the speed-accuracy composite 

measure. This lower efficiency was driven by the slower recognition speed in autistic 
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individuals relative to NT individuals, as recognition accuracy did not differ between the two 

groups. Contrary to previous reports of emotion-specific impairments in recognition accuracy 

in ASD (Ashwin et al., 2006; Boraston et al., 2007; Hubbard et al., 2017; S. Wallace et al., 

2008), the present study showed no evidence for the effects of specific emotion on recognition 

accuracy across the different domains.  

For human faces, previous studies examining both recognition accuracy and speed in 

autistic individuals have mostly reported impairments in both measures (Berggren et al., 2016; 

Eack et al., 2015; Greimel et al., 2014; Kliemann et al., 2010; Sawyer et al., 2012). In the 

present study, although slower recognition speed with human faces was observed, no difference 

in recognition accuracy was found between autistic and NT individuals. The apparent 

contradiction in results for accuracy could be due to differences in the experimental design. 

For instance, with respect to task demands, Greimel et al. (2014) employed a same-different 

paradigm, where participants judged whether the test face showed the same or different 

expression as the preceding target face on each trial. Such tasks would require accurate 

recognition of both the test and target expressions and/or tolerance to variations in the encoding 

of emotion between the target and test faces in order to provide a correct response (see Harms 

et al., 2010 for a discussion). Conversely, the present study employing a forced choice 

paradigm required accurate recognition of the test expressions only, which may have posed as 

a less difficult task comparatively. With respect to the emotional set used, previous studies 

included larger sets of emotions consisting of all six basic emotions (Berggren et al., 2016; 

Eack et al., 2015; Sawyer et al., 2012), whereas the present emotion set was confined to four 

basic emotions to ensure representativeness of expressions across all the domains of interest. 

In addition, given the reports of prominent difficulties with differentiating emotional from 

neutral faces in autistic individuals (Dalton et al., 2005; Eack et al., 2015), the inclusion of 

neutrality in the emotional set in previous studies may have resulted in increased task difficulty 
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(Berggren et al., 2016; Eack et al., 2015; Kliemann et al., 2010). With respect to stimulus 

presentation time, whereas previous studies restricted the presentation time of facial emotional 

stimuli (2500ms: Greimel et al., 2014; 150ms: Kliemann et al., 2010), these stimuli were 

presented until a response was made in the present study. It is plausible that autistic individuals 

might have used more deliberate and time-consuming processing strategies to compensate for 

difficulties with emotional understanding. All these factors appear to suggest that the present 

emotion recognition task likely encompassed lower task demands, where group differences 

could have been obscured on the accuracy level (Harms et al., 2010). Despite the capability to 

recognise the four basic emotions through human facial expressions as accurately as NT 

individuals, autistic individuals needed significantly more time to do so. This is consistent with 

previous literature that highlighted measures such as RT might be able to reveal more subtle 

group differences in emotion recognition ability (Uljarevic & Hamilton, 2013; M. Zhang et al., 

2021). 

For face-like objects, the present finding of intact recognition accuracy in autistic 

individuals are in line with those reported in prior studies using different types of nonhuman 

facial stimuli, namely schematic and cartoon faces (Brosnan et al., 2015; Davidson et al., 2019; 

Rosset et al., 2008). However, the slower recognition observed in the present study contradicts 

previous findings of comparable recognition speed for nonhuman facial expressions between 

autistic and NT individuals (Miyahara et al., 2007). This contradiction may be due to 

differences in the visual complexity of the stimuli used and/or the number and combination of 

emotions examined between the present and previous studies. Specifically, the face-like object 

images used in the present study may be more visually complex than still frames of cartoon 

faces used in the previous study (Miyahara et al., 2007). Moreover, the examination of four 

basic emotions (one positive, and three negative) in the present study may have prevented the 

use of elimination method to exclude emotions clearly representing the opposite valence 
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compared to the examination of happiness (positive) and disgust (negative) in the previous 

study (Miyahara et al., 2007; see Grossman & Tager-Flusberg, 2012 for a discussion). These 

differences in methodology may have, therefore, contributed to the extended response time 

observed in the present study, while these speculations need to be scrutinised in future studies. 

For speech prosody, the present findings replicated previous studies in demonstrating 

accurate, yet slower, emotion recognition in autistic individuals relative to NT individuals 

(Ketelaars et al., 2016; Kujala et al., 2005; Lindström, 2019; Waddington et al., 2018). 

However, the present study did not provide evidence that reduced perceptual salience obtained 

by shorter stimulus durations would likely detect group differences in recognition accuracy. 

This contradicted previous studies that also used short utterances as experimental stimuli and 

showed impaired recognition accuracy in autistic individuals (Doi et al., 2013; Heaton et al., 

2012; Schelinski & von Kriegstein, 2019; Wang & Tsao, 2015). Beyond stimulus duration, 

there remain other differences between the stimulus sets used in the present study and those in 

previous studies. One difference relates to the number of syllables within the spoken words: 

whereas the present study used monosyllabic utterances (i.e., “door”) as experimental stimuli, 

multisyllabic utterances were used in previous studies (i.e., /su-zu-ki-san/, Doi et al., 2013; 

three-digit numbers, Heaton et al., 2012; i.e., two-syllable German nouns, Schelinski & von 

Kriegstein, 2019). Given that syllables at different positions of a word carry emotion specific 

information (Rao et al., 2013), the use of multisyllabic utterances in the previous studies might 

have required the integration of global prosodic features across syllables within a short time 

frame, increasing the difficulty of the task. Secondly, the monosyllabic utterances used in the 

present study were the final words of the sentence stimuli obtained from the RAVDESS 

database (Livingstone & Russo, 2018). Conversely, stimuli in the previous studies were 

specifically recorded as utterances which were not originally embedded in sentences (Doi et 

al., 2013; Heaton et al., 2012; Schelinski & von Kriegstein, 2019). On a sentence level, words 
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in the final position of sentences have been found to exhibit more emotion discriminative 

information compared to words presented in other positions (Rao et al., 2013). As such, the 

stimuli used in the present study may have been richer in emotional content, and hence reducing 

the task difficulty comparatively. Finally, whereas the present study used the same emotional 

utterance throughout the experiment, different utterances were used in previous studies (Heaton 

et al., 2012; Schelinski & von Kriegstein, 2019; Wang & Tsao, 2015). Accordingly, variations 

in the prosodic structures of individual utterances may have influenced the ease of identifying 

emotions trial-by-trial. Altogether, the heterogeneity and complexity of the intonation pattern 

across and within stimuli might have contributed to the disparity in task difficulty and group 

differences between the present study and previous studies.  

For song, the present findings of comparable recognition accuracy between the two 

groups are in consistent with and extend those reported in prior studies using instrumental 

music stimuli (Gebauer, Skewes, Westphael, et al., 2014; Heaton et al., 1999; Järvinen et al., 

2016; Quintin et al., 2011). However, the present study did not corroborate previous findings 

that showed comparable emotion recognition speed between autistic and NT individuals with 

instrumental music (Quintin et al., 2011). It should be noted that in this previous study, 

participants listened to the music clips for 7s prior to making an emotional judgment (i.e., the 

point at which response times were obtained; Quintin et al., 2011), whereas response times 

were taken from stimulus onset in the present study; it is plausible that any differences in 

emotion recognition during the long period of listening time may have been unnoticed in the 

previous study. In addition, it remains to be elucidated whether impaired recognition speed in 

autistic individuals in the present study resulted from the use of shorter stimulus length and/or 

the musicality of the stimuli (i.e., vocal vs. instrumental).  

The overall comparable emotion recognition accuracy between the ASD and NT groups 

is unsurprising, given that the groups were matched on nonverbal, and especially, verbal 



 157 

ability. Previous studies that matched groups on verbal and/or nonverbal abilities have also 

tended to find no group differences (Davidson et al., 2019; Fink et al., 2014; J. B. Grossman et 

al., 2000; Ozonoff et al., 1990; L. J. Taylor et al., 2015). Moreover, as shown in Chapter 2, the 

implementation of full-scale/verbal/nonverbal IQ matching can substantially weaken the 

magnitude of observed group differences. It is thought that intellectual ability may constitute a 

compensatory mechanism for emotion recognition in ASD (Rutherford & Troje, 2012). In 

support of this, correlations between IQ and emotion recognition ability have been observed in 

ASD but not in NT (Dyck et al., 2006b; Koldewyn et al., 2010; Tanaka et al., 2012). This 

implies that emotion recognition may tap into higher-level processes involving more analytical 

methods in ASD, whereas more intuitive strategies are employed in NT (J. B. Grossman et al., 

2000). However, due to a common profile of lower verbal IQ compared to nonverbal IQ in 

ASD, the absence of matching on verbal IQ may artificially inflate group differences in 

emotion recognition tasks if the threshold of verbal IQ in the ASD group falls below that in the 

NT group (Harms et al., 2010). The present study, thus, showed that autistic individuals 

accurately recognised emotions to similar extents to NT individuals where confounding effects 

of intellectual ability were eliminated. 

Importantly, results showed that autistic individuals were, in fact, able to accurately 

recognise emotions from different types of stimuli at the expense of longer response time. It is 

possible that autistic individuals lack the spontaneous decoding of emotional information rather 

than the capacity to decode this information. Several hypotheses seem plausible in accounting 

for the reason for this delay in response. The slower recognition speed could be attributed to a 

more cautious and time-consuming cognitive approach to the task in autistic individuals, as 

opposed to the more intuitive strategies that would allow for effortless recognition of emotions 

in NT individuals (J. B. Grossman et al., 2000; Livingston & Happé, 2017; Rutherford & 

McIntosh, 2007). For instance, autistic individuals may extract facial information from local 
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features, rather than using higher-level configural processing for human facial expressions 

(Behrmann et al., 2006; Pelphrey et al., 2002). In support of this hypothesis, studies 

incorporating brief (e.g., < 50ms; Clark et al., 2008; Otsuka et al., 2017) or restricted 

presentation time (e.g., 300-3000ms; Brewer et al., 2016; Greimel et al., 2014; Griffiths et al., 

2019) revealed compromised recognition accuracy in autistic individuals, as opposed to studies 

with no restriction on presentation time which found preserved recognition accuracy (e.g., Fink 

et al., 2014; Lacroix et al., 2014). These suggest that accuracy might be affected when the use 

of alternative strategies is prevented. The applicability of this hypothesis to face-like objects 

is, however, unclear, given the dissimilar reports of typical configural processing (Akechi et 

al., 2014; Guillon et al., 2016; Rosset et al., 2008) as well as featural processing of nonhuman 

faces (Isomura et al., 2014; Riby & Hancock, 2009). In addition, this deliberative processing 

approach may not accommodate the recognition of emotions from stimuli that are dynamic in 

nature, such as speech prosody and song. Whereas static visual stimuli provide constant 

emotional cues throughout presentation and benefit from more detailed attention to specific 

features, auditory stimuli are inherently dynamic and require listeners to track and integrate 

acoustic information that develops over time (Schirmer & Adolphs, 2017). Yet, recognition 

accuracy remained unaffected while slower recognition speed was still observed for speech 

prosody and song in autistic individuals. 

 Another plausible explanation of the slower recognition speed could be reflective of 

the amount of cognitive resources devoted to the processing of emotional stimuli. In relation 

to this, atypical orientation towards face-like objects (Akechi et al., 2014; Guillon et al., 2016; 

Pavlova et al., 2017; Ryan et al., 2016) and speech sounds (Čeponienė et al., 2003; Lepistö et 

al., 2005), as well as reduced sensitivity towards prosodic and musical expressivity (Bhatara et 

al., 2010; L. S. Brown, 2017; Gebauer, Skewes, Hørlyck, et al., 2014) may contribute to such 

delays.  
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Alternatively, the slower recognition speed across domains might be the result of 

overall slower processing speed in ASD. In line with this, prior studies have reported a 

fundamental impairment in the speed with which autistic individuals can process information 

(Haigh et al., 2018; Mayes et al., 2007; Velikonja et al., 2019). Furthermore, the relationship 

between slower processing speed and measures of social cognition have been illustrated (Haigh 

et al., 2018; Hedvall et al., 2013; Oliveras-Rentas et al., 2012; Russo-Ponsaran et al., 2015). 

These possibilities, however, require further investigation to ascertain whether and how 

processing strategy, cue sensitivity, and processing speed contribute to the accuracy and speed 

of emotion recognition in ASD.  

3.4.2. Differing misclassification patterns for visual but not auditory stimuli between 

autistic and NT individuals 

The similar misattribution patterns between autistic and NT individuals for speech 

prosody and song indicate that the two groups may employ similar mechanisms to process 

emotions within the auditory modality. In speech prosody, the analysis of pitch features is 

thought to contribute to the perception of emotions (R. Gold et al., 2012; Krumhansl & 

Shepard, 1979). Likewise, pitch also affects the perception of emotions in song, although its 

expressive power to communicate emotional content in song has been found to be diminished 

(Hakanpää et al., 2019a, 2019b). As discussed in Section 2.4.3, a previous study found that, 

similar to NT individuals, recognition of emotional prosody was strongly associated with non-

vocal pitch processing in autistic individuals (Globerson et al., 2015). The relationship between 

non-vocal pitch processing and emotion recognition in song between the two groups, on the 

other hand, is not well-known. To this end, whether non-vocal pitch processing underlies 

auditory emotion recognition in autistic and NT individuals similarly will be further explored 

in Chapter 5. 
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Autistic individuals exhibited misclassification patterns differing from that by NT 

individuals with human faces and face-like objects. It was found that for faces, autistic 

individuals were more likely to misinterpret scared, happy, and sad faces as angry. For face-

like objects, autistic individuals were more likely to misinterpret sad objects as happy, but they 

were less likely to misinterpret angry and scared objects as sad compared to NT individuals. 

The different misclassification patterns may imply differential ways of decoding facial 

expressions by the two groups. Inspection of these misclassification patterns highlight that 

autistic individuals were not only susceptible to within-valence confusions, but also to cross-

valence confusions. Indeed, autistic individuals have previously been reported to make both 

within-valence (Eack et al., 2015; Kennedy & Adolphs, 2012) and cross-valence confusions 

when recognising emotions from human faces (Whitaker et al., 2017). The present findings, 

additionally, shed light on the misclassification patterns for face-like objects by the two groups. 

In fact, over the course of development, NT children have been shown to form superordinate 

valence-based categories (e.g., positive vs. negative) that slowly differentiate into discrete 

emotional categories (e.g., angry vs. sad) (Widen, 2013). Upon this gradual maturation, NT 

children exhibit more systematic errors between emotions of the same valence and rarely 

confuse emotions of different valences (J. A. Russell & Widen, 2002; Widen, 2013). By 

contrast, in the present study, autistic individuals exhibited less secure valence-based 

boundaries, which could disrupt the formation of discrete categories due to persistent cross-

valence confusions. In other words, the mental representations for negative expressions (e.g., 

sad) could be activated by both negative (e.g., angry) and positive expressions (e.g., happy) in 

autistic individuals. Together, these findings suggest that autistic individuals may have atypical 

prototypes across emotions, hence reflecting lower sensitivity to boundaries distinguishing 

between emotions as illustrated in various previous studies (Law Smith et al., 2010; Otsuka et 

al., 2017; Song & Hakoda, 2018; S. Wang & Adolphs, 2017).  
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With regards to human faces, one possibility may relate to the atypical processing of 

these stimuli in autistic individuals as noted in numerous eye-tracking studies (see Harms et 

al., 2010 for a review). While anger, fear and sadness carry the most salient information in the 

eye region, happiness carries the most salient information in the mouth region (Bombari et al., 

2013; Calder et al., 2000; Eisenbarth & Alpers, 2011). Given the importance of facial features 

in communicating different emotions, the more frequent misclassifications among these 

emotions in autistic individuals may, therefore, be attributed to the diminished attention to the 

core features of the face (Pelphrey et al., 2002), and particularly the eyes when viewing human 

emotional faces (Corden et al., 2008; D. Neumann et al., 2006; Pelphrey et al., 2002; Reisinger 

et al., 2020).  

On the other hand, previous studies have shown that, despite being less attuned to detect 

faces in face-like objects in the first instance, autistic individuals process and perceive face-

like objects similarly to NT individuals (Akechi et al., 2014; Guillon et al., 2016). Autistic 

individuals, like NT individuals, showed a preference for face-like objects when displayed in 

an upright relative to an inverted orientation (Guillon et al., 2016). This finding provides 

evidence for intact configural processing of face-like objects in autistic individuals (Guillon et 

al., 2016). Together, it seems unlikely that the different misclassification patterns observed are 

due to differences in processing strategies employed by the two groups in the case of face-like 

objects. It is, however, noteworthy that the studies mentioned above provided evidence for the 

processing of face-like objects in the absence of emotional judgment (Akechi et al., 2014; 

Guillon et al., 2016). Thus, whether differences in perception of emotional face-like objects 

between the two groups are unrelated to processing strategies would need to be confirmed by 

future studies. Another interesting question that remains to be addressed in future studies would 

be whether processing strategies are shared across human faces and face-like objects in both 

ASD and typical development. To this end, whether the frequently reported preference for local 
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information processing style (Baron-Cohen, 2008; Happé & Frith, 2006; Mottron et al., 2006) 

is related to emotion processing differences between autistic and NT individuals across these 

stimuli will be further explored in Chapter 5. 

3.4.3. The functions of emotion type and stimulus domain in the development of emotion 

recognition 

 Across both autistic and NT individuals, age-related improvements were observed for 

all domains and emotions. The patterns of improvement, nevertheless, varied by domain and 

emotion according to the different performance indices, namely recognition accuracy, speed, 

and efficiency (i.e., an index of accuracy and speed combined). It was found that emotion-

specific trajectories were observed for faces, face-like objects, and song, whereas the 

recognition of the different emotions developed in parallel for speech prosody.  

For human faces, the present study corroborated previous findings in demonstrating 

that happiness and sadness were earlier-emerging emotion categories, followed by anger, and 

then fear in terms of accuracy (Durand et al., 2007; L. A. Thomas et al., 2007; Widen & Russell, 

2008). Although children recognised happiness and sadness as accurately as adults, the present 

findings additionally showed that adult-level performance was in fact not fully established for 

these emotions when taking recognition speed and efficiency into account: children recognised 

happiness and sadness slower and less efficiently compared to adults. Conversely, although 

children recognised anger less accurately than adults, they were just as fast as adults at 

recognising this emotion. The recognition of fear showed the most prominent improvement 

overall and continued to develop throughout adolescence, which parallels previous findings 

(Herba et al., 2006). The continued development in the different measures of emotional 

recognition in faces may be related to the increase in sensitivity to subtle configural changes 

in facial expressions across emotion boundaries as children get older (Rump et al., 2009; L. A. 

Thomas et al., 2007). It has been postulated that with age, children develop expertise in 
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configural processing of faces (Mondloch et al., 2002; Schwarzer, 2000) and continue to 

develop more refined prototypes of each facial expression through learning and experience 

(Rump et al., 2009). This refinement would allow for more sophisticated and precise 

comparisons between the expressions encountered and the mental representations of prototypes 

when making an emotional judgment (Rump et al., 2009). Accordingly, the less rigid mental 

representations of prototypes may be a plausible explanation for the poorer efficiency in facial 

emotion recognition in children.  

The present findings provide novel evidence for the development of emotion 

recognition from nonhuman facial stimuli, namely face-like objects, which has not been 

investigated previously. Results showed that adult-level accuracy was mostly attained by late 

childhood when recognising anger, fear, and happiness but not sadness. Across emotions, 

children were generally slower compared to the older groups. Taking into account both 

accuracy and speed, the developmental trajectories differed by emotion: whereas fear and 

happiness showed an abrupt improvement in efficiency from childhood to adolescence, sadness 

improved more gradually across ages. However, no age-related improvement in efficiency was 

observed for anger. It may be speculated that the speed and efficiency of processing emotions 

in face-like objects in children might have been impeded by their proficiency in detecting 

“faces” in these stimuli. A previous study has outlined the crucial role of configural processing 

in detecting faces in face-like objects (Ichikawa et al., 2011). As mentioned earlier, children 

have been shown to be less capable of taking advantage of configural information when 

processing faces compared to adults (Mondloch et al., 2002; M. J. Taylor et al., 2004). It is 

plausible that the proficiency in face detection in face-like objects is poorer at a younger age, 

and thus impedes the subsequent processing of emotions. However, based on the current data, 

it is not possible to discern whether age-related differences in recognition speed and efficiency 

is due to slower detection of “faces” in these stimuli or simply a maturation process of 
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developing skills relevant for emotion recognition as noted with human faces. It would be 

interesting to further explore these relationships in future studies to gain greater insights into 

the associations between stimulus familiarity and emotion processing across development. 

For speech prosody, the present study showed that children exhibited adult-level speed 

and efficiency for all emotions. Although the present study failed to show adult-level accuracy 

by late childhood as observed in Vidas et al. (2018), it supported previous findings by Chronaki 

et al. (2015) in showing that emotion recognition of transient prosodic cues continues to 

develop beyond late childhood. Furthermore, the inclusion of an adolescent group in the 

present study outlined that the recognition of different emotions in speech prosody continues 

to improve substantially in parallel beyond late childhood. The discrepancy between studies 

may be attributed to varying stimulus lengths: stimuli were utterances of three-digit numbers 

lasting for 2-3s in Vidas et al. (2018), whereas stimuli were short prosodic interjections and 

monosyllabic words lasting for 700ms and 500ms in Chronaki et al. (2015) and in the present 

study, respectively. Given the time course of which recognition accuracy rate for prosodic 

emotions stabilises at around 500-600ms (Pell & Kotz, 2011), the use of prosodic stimuli within 

this timeframe may be particularly sensitive in demonstrating age-related differences. One 

reason for the difference between children and adults in their recognition accuracy for speech 

prosody may relate to their use of cues to infer speakers’ emotions. Studies have shown that 

whereas children tend to rely on semantic content when judging emotions from speech (Aguert 

et al., 2010; Friend & Bryant, 2000; Morton & Trehub, 2001; Waxer & Morton, 2011), adults 

make use of prosody as an overriding cue (Aguert et al., 2010). This developmental shift in the 

use of cues for emotional judgment of speech has been found to begin at approximately 9 years 

of age (Aguert et al., 2010). This transitional period in development has been suggested to be 

relatively long, extending to approximately 12 years of age (Le Sourn-Bissaoui et al., 2013). 

As the prosodic stimuli used in the present study were semantically neutral, poorer accuracy in 
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children and adolescents may reflect this transition towards better proficiency in decoding 

emotional cues based on prosody. 

Results showed that children performed just as fast as the older age groups when 

recognising emotions from song. In addition, children were also just as accurate as the older 

age groups at recognising anger, happiness, and sadness from song. The recognition of fear 

was, however, less accurate in both children and adolescents compared to adults. This suggests 

a more protracted development of fear recognition with song, which mostly improved 

throughout adolescence beyond late childhood. Despite the mostly comparable performance 

seen in the separate performance indices, children did not show the same efficiency 

demonstrated by adults. These findings, together, partially echoed previous findings of children 

achieving adult-level accuracy by 10-11 years of age across all four emotions with instrumental 

music in Vidas et al. (2018). The discrepancy in the findings for fear recognition may have 

arisen due to the different forms of musicality in Vidas et al. (2018) and in the present study. 

This particular age-related difference observed for fear recognition may be further explained 

by the relatively poorer communicative power of this emotion compared to anger, happiness, 

and sadness through song as shown in previous listener studies (Livingstone & Russo, 2018).  

Despite the age differences discussed above, the recognition differences displayed as a 

function of emotion by domain across the three age groups, nevertheless, showed some 

similarities. Happiness was the most well-recognised emotion from all domains, whereas fear 

and sadness were the least well-recognised emotions from faces, anger from objects, and fear 

from prosody and song. These emotion-specific effects on recognition in the different domains 

have also been reported in previous studies (Calvo & Lundqvist, 2008; Chronaki et al., 2018; 

Elfenbein & Ambady, 2002; Gaspar et al., 2011; Juslin & Laukka, 2003; Livingstone & Russo, 

2018; Pell, Monetta, et al., 2009). Interestingly, these patterns remained relatively stable across 

age groups. This suggests that recognition differences as a function of emotion by domain may 
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not be subject to any delays in development (i.e., not due to one emotion developing later in 

the developmental course compared to other emotions in a given domain). Rather, this may 

imply that some emotions provide more salient cues than others in a given domain and that 

different domains do not merely carry redundant information for conscious emotion processing 

(App et al., 2011; Elfenbein & Ambady, 2002). This notion may be implicated in evidence 

demonstrating that combining and integrating multisensory cues can facilitate emotion 

recognition (Collignon et al., 2008; Klasen et al., 2014; Paulmann & Pell, 2011; Schirmer & 

Adolphs, 2017).  

Importantly, there was no evidence that emotion recognition follows different 

developmental trajectories between autistic and NT individuals across domains and emotions, 

though autistic individuals showed slower and less efficient emotion recognition across ages. 

This finding appears in contrast to those reported in Rump et al. (2009), by which age-related 

improvement in NT individuals was not observed in autistic individuals during facial emotion 

recognition. It is noteworthy that in this previous study, the diverging trajectories were found 

for the recognition of dynamic facial expressions under brief exposure times while controlling 

for the subtlety of expressions (Rump et al., 2009). In contrast, the present study demonstrated 

that autistic and NT individuals may indeed show similar developmental trajectories for the 

recognition of prototypical expressions. The trajectories may, nonetheless, diverge as NT 

individuals continue to refine their emotional recognition skills for discriminating between 

more subtle expressions. Future research may be directed to examine whether this is true for 

domains other than human faces.  

3.4.4. Limitations 

Some limitations relating to the study design must be considered when interpreting the 

present findings. First, although attempts were made to closely match stimuli across domains 

within the same modality, there were substantial differences in presentation mode and duration 
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when comparing domains between modalities. Specifically, while images of human faces and 

face-like objects were static and were presented until a response was made, clips of speech 

prosody and song were dynamic in nature and lasted only for 500ms. Such manipulations, in 

fact, mirrored those designed for the cross-modal affective priming study, which will be further 

described in Chapter 4 (Section 4.2). Thus, in addition to examining the proposed research 

questions of this chapter, the present data provided a baseline to indicate participants were able 

to adequately recognise emotions from this set of stimuli under the same presentation mode 

(i.e., static or dynamic) and duration (i.e., restricted or unrestricted) as that in Chapter 4 but in 

the absence of priming. This is to ensure any effects of priming observed in Chapter 4 were not 

confounded by poor emotion recognition of these stimuli. The differences in presentation mode 

and duration between modalities may, nonetheless, result in discrepant levels of difficulty for 

recognition (e.g., emotion recognition of auditory stimuli may be more difficult given the need 

to track acoustic information overtime within a short duration). Despite such differences, no 

effects of domain were observed, substantiating the finding of generalised emotion recognition 

ability across domains in autistic individuals. The replicability of the present findings can be 

scrutinised through future studies employing further stimulus matching criteria. 

Secondly, the present task required participants to respond by pressing a corresponding 

key on a response pad that matched the emotional label displayed on the screen. This 

requirement of coordination might have been particularly demanding for autistic participants, 

who often present with motor coordination difficulties (Fournier et al., 2010; Fulceri et al., 

2019). The possibility of motor (rather than emotion recognition) difficulties resulting in 

slower performance in autistic participants, therefore, could not be ruled out. It is important 

that future studies include a control task that measures motor coordination (e.g., word-word 

matching task which involves participants pressing a matching word on the keyboard in 

response to the target word presented on the screen; Fink et al., 2014), as well as one that 
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measures non-social processing speed (e.g., a subtest of the Trail Making Test which involves 

participants drawing a continuous line to connect numbers 1-25 in ascending order; Battery, 

1994). The inclusion of different control tasks will allow potential effects of these abilities to 

be teased apart from emotion recognition ability, and hence provide better interpretation of 

results arisen between the ASD and NT groups. 

Thirdly, it is important to note that there was substantial variability of performance in 

the current dataset. Although all participants performed at above chance level across conditions 

with RT outliers of each of their performance removed, variability in performance was visible 

when the dataset was further broken down by emotion for each condition (as can be seen in the 

series of boxplots presented in Sections 3.3.1 and 3.3.2). Notably, outliers were predominantly 

driven by children’s performance when data were grouped by diagnostic group. This is not 

surprising, given the challenges of developing an emotion recognition task to accommodate a 

wide age range of participants. The variability in performance may partially reflect difficulty 

of the task for children, which may be overcome by adopting an adaptive paradigm in future 

work with participants only proceeding to the task when they have achieved a certain level of 

scores (e.g., Rump et al., 2009). Moreover, while particularly poor performance (e.g., denoted 

as outliers) may be indicative of inattentiveness on the task, this does not seem to be the case 

for the current dataset. With close inspection of individuals’ performance among the full 

dataset, outliers often occurred for one particular emotion; for example, one participant scored 

75%, 100%, and 63% for angry, happy, and sad emotions but 13% for the scared emotion, 

which may represent important effects of emotion rather than influences of inattentiveness on 

items expressing the same emotion that were presented in random order throughout the 

experiment. Future studies should, however, include catch trials to ensure detection of 

performance potentially influenced by inattentiveness, in order to provide better clarity on such 

interpretation. 
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3.4.5. Chapter summary 

 In summary, the present study found that autistic individuals were just as accurate as 

their NT counterparts at recognising prototypical emotions from human faces, face-like 

objects, speech prosody, and song, when given sufficient processing time. As slower 

recognition speed was found across domains and emotions, these results contradicted previous 

views of domain- and/or emotion-specific difficulties in ASD. The generally slower 

recognition speed could be attributed to a more deliberative processing strategy, poorer 

orientation to socioemotional significance of stimuli, and slower processing speed, which do 

not necessarily need to be mutually exclusive. Despite the observation of comparable emotion 

recognition accuracy for both human faces and face-like objects, there were differences in the 

misclassification patterns between autistic and NT individuals for these stimuli but not for 

speech prosody and song. This suggests that autistic individuals may employ different 

strategies for emotion processing of human faces and face-like objects compared to NT 

individuals, whereas similar mechanisms may underlie emotion processing of speech prosody 

and song in the two groups. The present study also adds to the extending literature on emotion 

recognition not only in ASD, but also in typical development, by exploring the developmental 

trajectories across different domains and emotions. Age-related differences were observed, 

which varied by domain, emotion, and performance index, which were independent of 

diagnostic group differences. This indicates that although improvement in emotion recognition 

along the developmental course was seen in both groups, the speed of emotion recognition in 

autistic individuals did not reach the same level as that in NT individuals even with increased 

age – likely a difference that persists across the lifespan in ASD. As interpersonal 

communication proceeds in a time-based manner, delayed interpretation of emotion 

information may hinder individuals’ adaptation to a social situation in ASD. Altogether, these 

results outline that although accuracy and speed of emotion recognition appears to generalise 



 170 

across nonverbal communicative domains, the underlying mechanisms of this process may be 

specific to modality, or even domain. 
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Chapter 4: A behavioural study of cross-modal affective priming of speech prosody and 

song on human faces and face-like objects in ASD and NT 

Furthering the investigation of explicit emotion processing in Chapter 3, this chapter 

examined the domain generality and specificity of implicit emotion processing in autism 

spectrum disorder (ASD) using a cross-modal affective priming paradigm – specifically, 

whether implicit emotion priming generalises across the speech prosody and song domains or 

is specific to either one domain in autistic individuals. The present study involved the same 

participants who took part in the study presented in Chapter 3, which will allow for more 

reliable comparisons between performance at the implicit versus the explicit levels.   

4.1. Introduction 

Emotion processing can operate not only at the explicit/conscious level, but can also 

occur in an implicit/unconscious mode (Celeghin et al., 2020; Clausi et al., 2017; Habel et al., 

2007; Jessen & Grossmann, 2015; Lane, 2008; Liddell et al., 2004; Okon-Singer et al., 2007). 

Research has shown that implicit emotion processing is distinctive from conscious emotion 

processing, with the former representing a fast, automatic, and stimulus-driven process and the 

latter a slow, capacity-limited, attentional demanding process (Bargh & Chartrand, 1999; 

Birnboim, 2003; K. R. Scherer, 2001; W. Schneider & Chein, 2003; W. Schneider & Shiffrin, 

1977). There appears to be a dissociation between the two processes, such that impairment at 

the explicit level does not necessarily imply impairment at the implicit level (Roux et al., 2010; 

Wagenbreth et al., 2016; Wieser et al., 2006). Thus, following the investigation of emotion 

processing at the explicit level in Chapter 3, this chapter focuses on the emotion processing 

ability at the implicit level in individuals with autism spectrum disorder (ASD) compared to 

neurotypical (NT) individuals. 
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As presented in Section 1.2.1.1, previous research using various measurements has 

mostly noted impairments in implicit emotion processing in autistic individuals. For example, 

there is evidence from functional magnetic resonance imaging (fMRI) studies which have 

consistently reported reduced levels of activation in brain regions in autistic individuals 

compared to NT individuals during implicit emotion processing of facial and body expressions 

irrelevant to the central tasks (Ciaramidaro et al., 2018; Critchley et al., 2000; Kana et al., 

2016). Similarly, evidence from electroencephalogram (EEG) studies have reported 

diminished neural response to emotionally spoken syllables during passive listening tasks in 

autistic individuals compared to NT individuals (Fan & Cheng, 2014; Lindström et al., 2018). 

These findings, thus, appear to suggest that ASD may be associated with impairments in 

implicit emotion processing on the neural level, but more specifically, the implicit appraisal of 

emotions and implicit discrimination between emotional expressions. 

The implicit processing of emotional information can be examined not only 

neurologically, but also behaviourally. For example, emotional meaning of different 

expressions can be implicitly processed to influence one’s subsequent behaviour. Where 

emotion perception often takes place in a multisensory environment in real-world settings (de 

Gelder & Bertelson, 2003; Lewkowicz & Ghazanfar, 2009), the emotional information induced 

by a preceding stimulus from one modality can modulate the emotional judgment of a stimulus 

in another modality. This phenomenon has been demonstrated using the cross-modal affective 

priming paradigm (Carroll & Young, 2005; Degner, 2011; Hsu & Schütt, 2012; Murphy & 

Zajonc, 1993). Under this paradigm, auditory and visual emotional cues conveying either 

congruent or incongruent emotional connotations are presented consecutively. Early 

explanations of this phenomenon proposed the spreading of activation is an underlying 

mechanism of affective priming – that is, the preceding prime stimulus is thought to activate 

emotionally congruent representations by spreading activation throughout the conceptual 
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network. The preactivated representations, thereby, facilitate the encoding of congruent targets 

(Collins & Loftus, 1975; De Houwer & Randell, 2004; Hermans et al., 1994). In support of 

these accounts, it has been shown that emotional judgment of target stimulus is faster and more 

accurate when the target is preceded by a prime of a congruent emotion (e.g., angry-angry) 

than when the prime and target are of different emotions (e.g., angry-sad) (Carroll & Young, 

2005). Importantly, the manipulation of the time interval between the prime and target onsets, 

known as the stimulus onset asynchrony (SOA), is essential for capturing the early, automatic 

processing of the prime stimuli in such paradigms (De Houwer et al., 1998; Hermans et al., 

2001; Klauer, 1997; Neely, 1977). Specifically, automatic priming can only be assessed in 

cases of very short SOAs (e.g., < 300ms; Posner & Snyder, 2004). 

In the field of autism research, the cross-modal priming paradigm has been less 

commonly used to study emotion processing in autistic individuals, yet findings have not been 

consistent. One study by Kamio et al. (2006) investigated the priming effects of emotional 

faces (subliminally presented for 16ms followed by a dot pattern mask for 484ms) on 

subsequent liking ratings of Japanese ideographs in individuals with high-functioning 

pervasive developmental disorders (HFPDD). Despite comparable recognition of the 

emotional faces at the conscious level compared to NT individuals, the emotional faces only 

primed subsequent information processing in the NT group but not in the HFPDD group 

(Kamio et al., 2006). By contrast, Vanmarcke and Wagemans (2017) found that the priming 

effects of both coarse and fine emotional facial primes (presented for 83ms followed by a 

perceptual mask of 83ms) on valence judgment of emotional faces did not differ between 

autistic and NT individuals. Beyond these disparate findings regarding implicit emotion 

priming of emotional faces, it remains unclear whether implicit emotion priming of auditory 

emotional cues is impaired in ASD. In a study by Ben-Yosef et al. (2017), autistic individuals 

failed to exhibit a priming effect of affective vocalisations on subsequent processing of 



 174 

emotional face targets when the cognitive load was high (i.e., when face targets were presented 

at low frequencies). However, in this study, the target stimuli were presented following the 

presentation of the prime stimuli, the duration of which lasted for ≥ 1500ms. The SOA in this 

study appears to exceed the critical timeframe for automatic priming to be captured, as 

discussed earlier (De Houwer et al., 1998; Hermans et al., 2001; Klauer, 1997; Neely, 1977). 

Taken together with these inconsistent findings, it is yet to be elucidated whether implicit 

emotion priming is impaired in ASD, especially in the case of auditory emotional primes.  

With specific regards to auditory stimuli, priming effects have been demonstrated with 

both emotional prosody (Jaywant & Pell, 2012; Pell, 2005; Pell et al., 2011; L. D. Scherer & 

Larsen, 2011; Schwartz & Pell, 2012) and musical chords (L. Zhou et al., 2019) in neurotypical 

development. However, the implicit emotion priming of auditory stimuli between autistic and 

NT individuals has not been previously examined. Evidence from the multisensory integration 

literature may provide some insights into this. These studies vary in their designs substantially, 

including those with synchronous presentation of congruent cross-modal stimuli (Charbonneau 

et al., 2013; Vannetzel et al., 2011; Xavier et al., 2015) and synchronous presentation of 

in/congruent cross-modal stimuli (O’Connor, 2007; Wagener et al., 2020). Despite the varying 

study designs, these findings appear to converge on reduced cross-modal integration of vocal 

stimuli (Charbonneau et al., 2013; O’Connor, 2007; Vannetzel et al., 2011; Xavier et al., 2015), 

but typical cross-modal influence of musical stimuli in ASD (L. S. Brown, 2017; Wagener et 

al., 2020). As noted, it is unclear whether the discrepant patterns observed between the two 

domains are reflective of conscious or automatic processing. With this in mind, the direct 

comparison between the prosody and music domains within a cross-modal prime-target 

paradigm using a short SOA will contribute to the understanding of the domain specificity (or 

otherwise) of implicit emotion priming in ASD and typical development.  



 175 

The development of implicit emotion processing, particularly in the case of priming, 

has not been well-explored in either ASD or typical development. In typical development, there 

is some evidence showing that implicit influence of emotional information on the 

discrimination between old and new emotional faces improved with age from childhood and 

adolescence through into adulthood (Mathersul et al., 2009; L. M. Williams et al., 2009). By 

contrast, age was not a significant correlate of implicit emotion priming of faces on preferential 

responses in typical development, which was, in fact, also true in ASD (Kamio et al., 2006). 

Further evidence from separate studies on implicit emotion processing has also demonstrated 

that impairments in ASD are found across children (Lindström et al., 2018), adolescents (Riby 

et al., 2012), and adults (Ciaramidaro et al., 2018; Critchley et al., 2000; Fan & Cheng, 2014; 

Kana et al., 2016) on both neural and physiological levels. These findings, together, suggest 

that age may not be an important moderator of implicit emotion processing in ASD or typical 

development.  

As discussed in Section 2.1.1.2, there is a body of work on conscious emotion 

processing suggesting that deficits in ASD may not be fundamental across all emotions but 

specific to certain emotions. The findings of Kamio et al. (2006), however, provided no 

evidence for any modulating effects of specific emotion on the impairments observed in 

implicit emotion priming among autistic individuals. Notably, this study only examined the 

priming effects of happy and fearful faces; thus, whether emotion-general performance could 

be replicated when examining additional emotions is yet to be explored. Furthermore, the 

review’s findings from Chapter 2 highlighted emotion-general impairments for human faces 

but emotion-specific impairments for speech prosody (i.e., anger, happiness, and disgust) and 

music (i.e., fear and sadness). It is plausible that specific emotions may have different effects 

depending on the stimulus domain – though results from Chapter 3 showed no emotion-specific 
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impairments. The effects of specific emotion on implicit emotion priming of auditory stimuli 

will, therefore, be examined in the present study.  

To my knowledge, there have been no studies investigating the implicit processing of 

emotional speech prosody and song through examining their influence on subsequent 

emotional judgment of human faces and face-like objects between ASD and neurotypical 

development across ages. Therefore, the present study was carried out to address this issue. By 

using the same stimulus types as those on the emotion recognition tasks in Chapter 3, it was 

possible to examine priming between prime-target pairs of higher co-occurrences in the 

environment (i.e., song-face and particularly speech-face) and prime-target pairs of less 

frequent co-occurrences (i.e., song-object and speech-object). Namely, whether prime-target 

pairs that co-occur more frequently in the environment play a privileged role in cross-modal 

affective priming was examined. In essence, human faces, but not everyday objects, are more 

frequently encountered with accompanying human voices regardless of whether it is spoken or 

sung. With regards to this, Carroll & Young (2005) found emotion priming effects for high co-

occurrence prime-target pairs (e.g., vocal bursts-faces), but not for low co-occurrence prime-

target pairs (e.g., vocal bursts-printed words). Note that this effect was only found in terms of 

accuracy, whereby priming was found to be equivalent across low and high co-occurrence pairs 

in terms of response time (Carroll & Young, 2005). Furthermore, this effect has not been 

previously studied in autistic individuals. It is, therefore, of interest to examine whether higher 

co-occurrence between primes and targets would strengthen cross-modal affective priming to 

similar extents in autistic individuals relative and NT individuals.  

In this exploratory study, a cross-modal affective priming paradigm was implemented, 

where an auditory prime (speech prosody or song) expressing either a congruent or incongruent 

emotion to the target was presented to the participants on each trial. Participants were instructed 

to judge the emotion expressed in the visual targets (human faces or face-like objects) that were 
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subsequently presented following a short delay of 200ms – an appropriate SOA confirmed to 

be reflective of automatic, rather than conscious emotion processing (Hermans et al., 1994, 

2001). The effects of priming, as indexed by the difference in performance between the 

congruent and incongruent conditions, was compared between diagnostic groups across age 

groups. In addition, the domain specificity (or otherwise) of implicit emotion priming within 

the auditory modality, and the moderating effects of age group, specific emotion, and 

cooccurrence of cross-modal stimuli between the ASD and NT groups were examined. The 

specific research questions are: 

1. Are there differences in cross-modal emotion priming between the ASD and NT groups? 

2. Are there differences in the developmental trajectory of cross-modal affective priming 

between the ASD and NT groups? 

3. Are differences, if any, in cross-modal priming effects modulated by prime type (speech 

prosody vs. song), target type (face vs. face-like object), and prime emotion (angry vs. 

scared vs. happy vs. sad)? 

Based on previous findings from the multisensory integration literature as discussed 

earlier, it is anticipated that the ASD group will show weaker priming of speech prosody, but 

comparable priming of song, relative to the NT group. While age does not appear to moderate 

implicit emotion priming, the sparse data and infrequent involvement of child and adolescent 

participants in this area of research give rise to the need for examining cross-modal emotion 

priming in the two populations from a developmental perspective. Similarly, limited research 

suggests no moderating effects of specific (prime) emotion on priming; it remains exploratory 

whether such effects will reveal with a larger set of emotions employed. Finally, it is 

hypothesised that face targets will induce stronger priming than face-like object targets, given 

their higher co-occurrences with speech prosody and song. Again, whether the effects of prime-
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target co-occurrence will moderate priming differently in the ASD and NT groups remains 

exploratory, given the scarce literature on this topic. 

4.2. Methods 

4.2.1. Participants 

The same participants from the emotion recognition experiment also took part in the 

present experiment (see Section 3.2.1 for full details on participant recruitment, eligibility, 

demographics, and ethical considerations). This includes 76 native English speakers, with 38 

participants with ASD and 38 NT participants (14 children aged 7-11 years, 11 adolescents 

aged 12-15 years, and 13 adults aged 16-56 in each group). The two groups were matched on 

chronological age, gender, receptive vocabulary (ROWPVT-4; Martin & Brownell, 2011), and 

nonverbal reasoning ability (RSPM; Raven, 1983). An optimal sample size was estimated 

through an a prior power analysis using G*Power 3.1 (Faul et al., 2007). It was determined that 

with a medium effect size (f = 0.25; Cohen, 1988), an alpha level of 0.05, and power of 0.80, 

a total sample size of 158 was required to detect the Diagnostic group (ASD vs. NT) ´ Age 

group (child vs. adolescent vs. adult) ´ Prime type (prosody vs. song) ´ Target type interaction 

(face vs. object). Yet, challenges with participant recruitment limited this study to be able to 

only test 76 participants mentioned above.  

4.2.2. Design 

This study adopted a mixed design, with between-subjects factors Diagnostic group 

(ASD vs. NT) and Age group (Child vs. Adolescent vs. Adult) and within-subjects factors 

Prime type (Prosody vs. Song), Target type (Face vs. Face-like object), and Prime emotion 

(Angry vs. Scared vs. Happy vs. Sad) as independent variables. The dependent variable was 

the strength of priming effects measured on the cross-modal affective priming task. This was 

indexed by a difference score between the congruent and incongruent conditions for accuracy, 
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response time, and efficiency, respectively. That is, a larger difference score reflects facilitated 

emotional judgment of the target due to pre-activation of a congruent prime, and hence stronger 

priming effects. 

4.2.3. Stimuli 

The same set of auditory and visual stimuli from the emotion recognition experiment 

was used in the present experiment (see Section 3.2.3 for full details on stimulus development 

and validation). A total of 16 prosodic and 16 sung stimuli were chosen to be the auditory 

primes, with four prosodic and four sung clips representing each of the four emotional 

categories (angry, scared, happy, and sad). A total of 64 facial and 64 face-like object stimuli 

were chosen to be the visual targets, with 16 facial and 16 face-like object images representing 

each of the four emotional categories (angry, scared, happy, and sad).  

4.2.4. Apparatus 

The experiment was run with the same apparatus and the same key press response as 

those in the emotion recognition experiment (see Section 3.2.4 for full details). All participants 

completed both the emotion recognition and priming tasks as well as a battery of background 

tasks (will be further described in Chapter 5) in a random order, either during one single session 

or across multiple sessions. The emotion recognition tasks were always administered after the 

priming task to minimise habituation of the participants to associating images to emotion labels 

in the priming task that might eliminate the prime-target association to be examined. 
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4.2.5. Procedure 

 

Figure 4. 1. The experimental procedure of the cross-modal affective priming task. On each 
trial, a prime stimulus (prosody or song) was presented 200ms prior to the presentation of the 
target stimulus (face or face-like object) which remained on the screen until a response was 
made to identify the emotion presented in the image.  

The priming task assessed participants’ emotion recognition in the visual targets after 

hearing an emotionally congruent or incongruent auditory prime. There was a total of 256 trials, 

with two blocks of 64 trials presenting a face target and two blocks of 64 trials presenting an 

object target. The order of the face and face-like object target conditions was counterbalanced 

between participants and each target condition was preceded by four practice trials. Each 

auditory prime was paired with a visual target from each of the four emotional categories to 

create congruent (e.g., angry-angry) and incongruent (e.g., angry-scared, angry-happy, and 

angry-sad) prime-target pairs. This resulted in 16 congruent and 48 incongruent trials for each 

of the prime-target pairs (prosody-face, song-face, prosody-object, song-object). Trials were 

pseudorandomised to ensure that stimuli presenting the same emotion occurred at most twice 

in a row, stimuli presented by one actor was always followed by stimuli presented by another 

actor, the same type of auditory input (prosody or song) occurred at most five times in a row, 

and the same gender of the actor presenting the stimulus occurred at most five times in a row. 

Two versions of pseudo-randomisation were adopted and counterbalanced between 

participants. 
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With a stimulus onset asynchrony (SOA) of 200ms, the prime (prosody or song) was 

presented 200ms prior to the target onset (human face or face-like object) on each trial. Thus, 

the prime and target stimuli overlapped for 300ms before the auditory prime offset. Participants 

were instructed to decide as quickly and as accurately as possible the emotion label (angry, 

scared, happy, or sad) that best described the expression presented in the image. The target 

stimulus remained on the screen until a response was made on the response pad by pressing 

the corresponding key of the chosen emotion. The presentation of the auditory and visual 

stimuli stopped as soon as the participant responded – see Figure 4.1 for a visual illustration of 

the task procedure. Responses were considered to be correct if the emotion selected by the 

participant corresponded to the intended emotion expressed in the visual targets. Accuracy and 

reaction time (RT) from the target onset were recorded for each trial.  

4.2.6. Statistical analyses 

All analyses were performed in R (RStudio Team, 2018). To quantify what constitutes 

a congruency effect due to stimulus priming, a congruency mean difference score was 

calculated in terms of mean accuracy, mean response time (RT), and mean SACS. As all 

participants scored above the chance level of 0.25 overall and for each prime-target condition, 

all accuracy data were retained for analyses. A congruency mean accuracy difference score by 

prime type and target type was computed by subtracting the mean accuracy for incongruent 

prime-target pairs from the mean accuracy for congruent prime-target pairs for each 

participant. Participants’ RT on the priming task, measured from target onset, was based on 

correct responses only. RTs less than 150ms and more than 2.5 SD of the mean of each 

participant were excluded. The exclusion of incorrect responses (4740 observations; 24% of 

total observations) and RT outliers (470 observations; 3% of correct response observations), 

resulted in a dataset of 14245 observations across all participants (73% of the original number 

of observations). A congruency mean RT difference score by prime type and target type was 
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computed by subtracting the mean RTs for congruent prime-target pairs from the mean RTs 

for incongruent prime-target pairs. The priming speed-accuracy composite score (SACS) was 

calculated by subtracting the normalised RTs from the normalised mean accuracy scores 

[Z(Accuracy) – Z(RT) = SACS] for each participant by prime type, target type, and congruency 

level. A high composite score reflects efficient performance, and a low composite score reflects 

poor performance. A congruency mean SACS difference score by prime type and target type 

was computed by subtracting the mean SACS for incongruent prime-target pairs from the mean 

SACS for congruent prime-target pairs for each participant. 

First, to examine differences in priming effects, three separate linear mixed effects 

models were constructed using the lme4 package (Bates et al., 2015), with congruency mean 

difference scores for accuracy, RT, and SACS as dependent measures, respectively. Each 

model included Diagnostic group (ASD vs. NT), Age group (child vs. adolescent vs. adult), 

Prime type (prosody vs. song), Target type (human face vs. face-like object), and all possible 

interactions as fixed effects. Secondly, in addressing the question of whether priming effects 

were modulated by specific emotion, separate linear mixed effects models for each prime-

target condition (song-face, prosody-face, song-object, and prosody-object) were conducted on 

the congruency mean difference scores for accuracy, RT, and SACS, respectively. Each model 

included Diagnostic group (ASD vs. NT), Age group (child vs. adolescent vs. adult), Prime 

emotion (angry vs. scared vs. happy vs. sad), and all possible interactions as fixed factors. The 

maximal random effects structure was initially specified with by-subject intercept and by-

subject slopes for prime type and target type for all the linear mixed effects models. Due to 

convergence issues, the number of iterations was increased and derivation calculations were 

turned off for the congruency mean RT difference model as recommended by Brown (2020). 

Model specifications are listed in the corresponding results summary tables.  
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For all the linear mixed effects analyses, the statistical significance of the fixed effects 

were obtained using the anova() function from the lmerTest package (Kuznetsova et al., 2017). 

For effect sizes, partial eta-squared (η2p) was computed for each fixed effect using the 

eta_squared() function in the effectsize package (Ben-Shachar et al., 2020). A η2p ≥ 0.01 was 

interpreted as a small effect size, a η2p ≥ 0.09 as a medium effect size, and a η2p ≥ 0.25 as a 

large effect size (Cohen et al., 2013). Significant effects and interactions emerging from the 

models were followed up through post-hoc pairwise comparisons using the pairwise_t_test 

function in the rstatix package (Kassambara, 2020). Correction of the post-hoc tests for 

multiple comparisons was performed with Benjamini-Hochberg (false discovery rate) 

procedure (Benjamini & Hochberg, 1995).  

4.3. Results 

4.3.1. Are differences in priming effects between diagnostic groups and age groups 

modulated by prime type and target type? 

4.3.1.1. Congruency mean accuracy difference 

Table 4.1 displays the full model results summary of the linear mixed effects analysis 

on the congruency mean accuracy difference score. The analysis revealed a significant main 

effect of Prime type (F(1, 70) = 9.09, p = 0.004, η2p = 0.11). Importantly, the four-way 

interaction of Diagnostic group ´ Age group ´ Prime type ´ Target type was significant (F(2, 

70) = 5.46, p = 0.006, η2p = 0.13), which I will unpack below. No other effects and interactions 

were found to be significant. 

Table 4. 1. Linear mixed effects model results for diagnostic group, age group, prime type, 
target type, and their interactions on congruency mean accuracy difference score. 

Fixed effects df F p η2p 

Diagnostic group 1 70 1.26 0.266 0.02 

Age group 2 70 1.83 0.169 0.05 
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Prime type 1 70 9.09 0.004 0.11 

Target type 1 70 3.43 0.068 0.05 

Diagnostic group ´ age group 2 70 0.38 0.688 0.01 

Diagnostic group ´ prime type 1 70 1.07 0.304 0.02 

Age group ´ prime type 2 70 0.38 0.684 0.01 

Diagnostic group ´ target type 1 70 0.19 0.667 0.00 

Age group ´ target type 2 70 2.06 0.135 0.06 

Prime type ´ target type 1 70 1.85 0.178 0.03 

Diagnostic group ´ age group ´ prime type 2 70 0.43 0.651 0.01 

Diagnostic group ´ age group ´ target type 2 70 0.11 0.897 0.00 

Diagnostic group ´ prime type ´ target type 1 70 2.58 0.112 0.04 

Age group ´ prime type ´ target type 2 70 0.87 0.424 0.02 

Diagnostic group ´ age group ´ prime type ´ target type 2 70 5.46 0.006 0.13 

Note. R model equation: lmer (Congruency Mean Accuracy Difference ~ Diagnostic Group * Age Group * Prime Type * Target Type + (1 + Prime Type + Target 
Type | Subject)); significant effects and interactions are highlighted using bold font. 

 

Given that one of the main research questions was to investigate whether implicit 

emotion priming between autistic and NT individuals across age groups is modulated by 

domain (i.e., prime type), the four-way interaction of Diagnostic group ´ Age group ´ Prime 

type ´ Target type was examined using separate linear effects models by Prime Type. Each 

model, therefore, included Diagnostic group, Age group, Target type, and their possible 

interactions as fixed effects, and with by-subject intercept as random effects. The results are 

summarised in Table 4.2. 

Table 4. 2. Linear mixed effects model results for diagnostic group, age group, prime type, 
target type, and their interactions on congruency mean accuracy difference score. 

 Fixed effects df F p η2p 
Prosody       
 Diagnostic group 1 70 1.79 0.185 0.02 
 Age group 2 70 1.57 0.215 0.04 
 Target type 1 70 1.04 0.311 0.01 
 Diagnostic group ´ age group 2 70 0.40 0.670 0.01 
 Diagnostic group ´ target type 1 70 0.07 0.790 0.00 
 Age group ´ target type 2 70 1.41 0.250 0.04 
 Diagnostic group ´ age group ´ target type 2 70 1.42 0.248 0.04 

Song       
 Diagnostic group 1 70 0.54 0.466 0.00 
 Age group 2 70 1.75 0.181 0.05 
 Target type 1 70 6.08 0.016 0.08 
 Diagnostic group ´ age group 2 70 0.36 0.701 0.01 
 Diagnostic group ´ target type 1 70 1.37 0.245 0.02 
 Age group ´ target type 2 70 2.46 0.094 0.07 
 Diagnostic group ´ age group ´ target type 2 70 0.57 0.567 0.02 

Note. R model equation: lmer (Congruency Mean Accuracy Difference ~ Diagnostic Group * Age Group * Target Type + (1 | Subject)); significant effects and 
interactions are highlighted using bold font. 
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It was found that when primed by prosody, neither the effects of Diagnostic group, Age 

group, Target type, nor the interactions between them were significant. This suggests that 

regardless of target type, visual emotion recognition accuracy was primed by prosodic 

emotions to similar extents in the ASD and NT groups across age groups. 

When primed by song, the effect of Target type was significant (F(1, 70) = 6.08, p = 

0.016, η2p = 0.08), with larger congruency mean accuracy difference found for face targets (M 

= 0.11, SD = 0.15) than object targets (M = 0.06, SD = 0.16). This suggests that across 

diagnostic groups and age groups, sung emotions had primed the accuracy of emotion 

recognition in face targets more strongly than that in object targets. 

 

Figure 4. 2. Boxplots of mean accuracy across congruency levels by prime-target condition for 
each diagnostic by age group. 

Further to this, interesting trends in regard to the song-face and prosody-face conditions 

can be seen in Figure 4.2. There appears to be a more prominent age-related decline in the 

priming effect of prosody on face targets in the ASD group compared to the NT group. 

Conversely, there appears to be a more prominent age-related decline in the priming effect of 

song on face targets in the NT group compared to the ASD group. Age-related differences in 
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the priming effect of prosody and song on object targets were similar across the ASD and NT 

groups. To better illustrate this emotion priming pattern characterising each group within this 

four-way interaction, the congruency mean accuracy difference for each diagnostic by age 

group were compared to the test value of 0 (i.e., no priming) by prime-target condition through 

a series of one-sample t-tests. Results from these tests would inform whether priming was 

present across prime-target conditions for each diagnostic and age group.  

Table 4. 3. Results summary of one sample t-tests on priming congruency mean accuracy 
difference against the test value of 0 (i.e., no priming) by diagnostic group, age group and 
prime-target condition. All p-values reported were adjusted using the Benjamini-Hochberg 
method. 

  Prosody-Face  Song-Face  Prosody-Object  Song-Object 

  M (SD) t p  M (SD) t p  M (SD) t p  M (SD) t p 

Child ASD 0.22 (0.20) 4.16 0.003  0.13 (0.18) 2.82 0.024  0.12 (0.15) 3.01 0.030  0.10 (0.15) 2.56 0.117 

 Control 0.14 (0.17) 3.14 0.016  0.15 (0.17) 3.23 0.020  0.15 (0.15) 3.56 0.021  0.11 (0.17) 2.30 0.117 

Adolescent ASD 0.15 (0.20) 2.47 0.039  0.16 (0.18) 2.89 0.024  0.13 (0.21) 2.08 0.096  0.00 (0.12) 0.10 0.921 

 Control 0.11 (0.15) 2.48 0.039  0.07 (0.12) 1.87 0.092  0.00 (0.09) 0.13 0.896  0.00 (0.06) -0.11 0.921 

Adult ASD 0.08 (0.14) 1.99 0.070  0.11 (0.10) 3.97 0.011  0.13 (0.21) 2.28 0.084  0.07 (0.14) 1.82 0.187 

 Control 0.08 (0.06) 5.33 0.001  0.05 (0.09) 1.88 0.092  0.09 (0.26) 1.25 0.284  0.08 (0.25) 1.19 0.388 

Note. Significant effects are highlighted using bold font. 

 

Table 4.3 displays the full results summary of the one-sample t-tests on congruency 

mean accuracy difference scores against the test value of 0 for each diagnostic by age group. 

One sample t-tests revealed that for the prosody-face condition, the difference score 

significantly differed from 0 in children (t(13) = 4.16, p = 0.003) and adolescents (t(10) = 2.47, 

p = 0.033) but not in adults within the ASD group. By contrast, the difference score 

significantly differed across all age groups within the NT group (child: t(13) = 3.14, p = 0.016; 

adolescent: t(10) = 2.48, p = 0.039; adult: t(12) = 5.33, p = 0.001).  

For the song-face condition, the congruency mean accuracy difference score 

significantly differed from 0 across all age groups within the ASD group (child: t(13) = 2.82, 

p = 0.024; adolescent: t(10) = 2.89, p = 0.024; adult: t(12) = 3.97, p = 0.011). Conversely, the 
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difference score significantly differed from 0 only in children (t(13) = 3.23, p = 0.020) but not 

in adolescents and adults within the NT group.  

For the prosody-object condition, the difference score differed significantly from 0 in 

both children with ASD (t(13) = 3.01, p = 0.030) and NT children (t(13) = 3.56, p = 0.021), 

but not in adolescents and adults across diagnostic groups.  

For the song-object condition, the difference score did not differ significantly from 0 

across diagnostic groups and age groups.  

Taken together, these results indicate that prosodic emotions primed the accuracy of 

emotion recognition in face targets across all age groups in the NT group but only for children 

and adolescents in the ASD group. The reverse was seen for sung emotions where they primed 

the accuracy of emotion recognition in face targets across all age groups in the ASD group but 

only for children in the NT group. While prosodic emotions primed recognition accuracy of 

object targets for children but not adolescents and adults across diagnostic groups, sung 

emotions did not prime recognition accuracy of object targets across diagnostic and age groups.  

4.3.1.2. Congruency mean response time difference 

Table 4.4 displays the full model results summary of the linear mixed effects analysis 

on the congruency mean RT difference score. The analysis revealed a significant two-way 

interaction of Prime type ´ Target type (F(1, 140) = 11.59, p < 0.001, η2p = 0.08), with no other 

effects and interactions reaching significance. I will unpack this two-way interaction below. 

Table 4. 4. Linear mixed effects model results for diagnostic group, age group, prime type, 
target type, and their interactions on congruency mean RT difference score. 

Fixed effects df F p η2p 

Diagnostic group 1 70.07 0.62 0.433 0.00 

Age group 2 70.07 1.10 0.338 0.03 

Prime type 1 78.31 0.86 0.357 0.01 

Target type 1 106.28 0.91 0.342 0.00 

Diagnostic group ´ age group 2 70.07 1.09 0.342 0.03 

Diagnostic group ´ prime type 1 78.31 0.01 0.907 0.00 
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Age group ´ prime type 2 78.31 1.18 0.314 0.03 

Diagnostic group ´ target type 1 106.28 0.05 0.827 0.00 

Age group ´ target type 2 106.28 1.95 0.148 0.04 

Prime type ´ target type 1 140 11.59 < 0.001 0.08 

Diagnostic group ´ age group ´ prime type 2 78.31 1.56 0.217 0.04 

Diagnostic group ´ age group ´ target type 2 106.28 0.47 0.624 0.00 

Diagnostic group ´ prime type ´ target type 1 140 0.89 0.347 0.00 

Age group ´ prime type ´ target type 2 140 1.18 0.311 0.02 

Diagnostic group ´ age group ´ prime type ´ target type 2 140 2.76 0.067 0.04 

Note. R model equation: lmer (Congruency Mean RT Difference ~ Diagnostic Group * Age Group * Prime Type * Target Type + (1 + Prime Type + Target Type 
| Subject), control = lmerControl(optCtr = list(maxfun = 1e9), calc.derivs = FALSE)); significant effects and interactions are highlighted using bold font. 

 

Figure 4.3 shows the interaction of Prime type ´ Target type. Post-hoc analyses 

revealed a larger congruency mean RT difference when object targets were primed by song (M 

= 316.09, SD = 481.03) than when they were primed by prosody (M = 121.94, SD = 410.86) 

(t(75) = 2.85, p = 0.006). For face targets, there was no significant difference in the congruency 

mean RT difference between prosodic and sung primes. 

In addition, the congruency mean RT difference was larger when object targets were 

primed by song (M = 316.09, SD = 481.03) than when face targets were primed by song (M = 

126.70, SD = 358.98) (t(75) = 2.98, p = 0.004). There was no significant difference in the 

congruency mean RT difference between face targets and object targets when primed by 

prosody. 

These results indicate that independent of diagnostic group and age group, the speed of 

emotion recognition in object targets was particularly primed by sung emotions. By contrast, 

priming effects on the speed of emotion recognition in face targets were not modulated by 

prime type across diagnostic groups and age groups. 
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Figure 4. 3. Boxplots of mean RT across congruency levels for each prime type in the face and 
object conditions, respectively. 

4.3.1.3. Congruency mean speed-accuracy composite score difference 

Table 4.5 displays the full model results summary of the linear mixed effects analysis 

on the congruency mean SACS difference score. The linear mixed effects analysis revealed a 

two-way interaction of Age group ´ Target type (F(2, 70) = 3.19, p = 0.047, η2p = 0.08), which 

I will unpack below. No other effects and interactions reached significance.  

Table 4. 5. Linear mixed effects model results for diagnostic group, age group, prime type, 
target type, and their interactions on congruency mean SACS difference score. 
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Fixed effects df F p η2p 
Diagnostic group 1 70 1.48 0.228 0.02 
Age group 2 70 1.76 0.180 0.05 
Prime type 1 70 1.81 0.183 0.03 
Target type 1 70 1.42 0.238 0.02 

Diagnostic group ´ age group 2 70 0.66 0.520 0.02 

Diagnostic group ´ prime type 1 70 0.35 0.558 0.00 

Age group ´ prime type 2 70 1.11 0.336 0.03 

Diagnostic group ´ target type 1 70 0.21 0.649 0.00 

Age group ´ target type 2 70 3.19 0.047 0.08 

Prime type ´ target type 1 70 2.40 0.126 0.03 

Diagnostic group ´ age group ´ prime type 2 70 0.57 0.566 0.02 

Diagnostic group ´ age group ´ target type 2 70 0.02 0.976 0.00 

Diagnostic group ´ prime type ´ target type 1 70 0.30 0.587 0.00 

Age group ´ prime type ´ target type 2 70 1.76 0.179 0.05 

Diagnostic group ´ age group ´ prime type ´ target type 2 70 1.72 0.187 0.05 
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Note. R model equation: lmer (Congruency Mean SACS Difference ~ Diagnostic Group * Age Group * Prime Type * Target Type + (1 + Prime Type + Target 
Type | Subject)); significant effects and interactions are highlighted using bold font. 

 

Figure 4.4 shows the interaction of Age group ́  Target type. Post-hoc analyses revealed 

that when responding to face targets, the congruency mean SACS difference was larger in 

children (M = 1.29, SD = 1.08) than in adults (M = 0.55, SD = 0.73) (t(47.61) = 2.96, p = 

0.014), with adolescents showing no difference to either group. By contrast, when responding 

to object targets, no difference in the congruency mean SACS difference was observed across 

age groups. These results indicate that regardless of diagnostic group and prime type, priming 

effects on the efficiency of emotion recognition in face targets were stronger for children than 

adults, while there were no age-related differences in that in object targets.  

 
Figure 4. 4. Boxplots of mean SACS across congruency levels for different target types in each 
age group. 

4.3.2. Are differences in priming effects between diagnostic groups and age groups across 

prime-target conditions modulated by prime emotion? 

4.3.2.1. Congruency mean accuracy difference 

Table 4.6 displays the full model results summary of the linear mixed effects analysis 

on the congruency mean accuracy difference score for each prime-target condition. 
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Table 4. 6. Linear mixed effects model results displayed by prime-target condition for 
diagnostic group, age group, prime emotion, and their interactions on congruency mean 
accuracy difference score. 

 Fixed effects df F p η2p 
Prosody-Face 
 Diagnostic group 1 70 1.01 0.317 0.01 
 Age group 2 70 2.60 0.082 0.07 
 Prime emotion 3 210 2.65 0.050 0.04 
 Diagnostic group ´ age group 2 70 0.42 0.661 0.01 
 Diagnostic group ´ prime emotion 3 210 4.06 0.008 0.05 
 Age group ´ prime emotion 6 210 3.02 0.007 0.08 
 Diagnostic group ´ age group ´ prime emotion 6 210 1.64 0.138 0.04 

Song-Face 
 Diagnostic group 1 70 1.81 0.183 0.03 
 Age group 2 70 1.26 0.291 0.03 
 Prime emotion 3 210 11.41 < 0.001 0.14 
 Diagnostic group ´ age group 2 70 0.94 0.396 0.03 
 Diagnostic group ´ prime emotion 3 210 0.81 0.491 0.01 
 Age group ´ prime emotion 6 210 1.75 0.111 0.05 
 Diagnostic group ´ age group ´ prime emotion 6 210 0.41 0.870 0.01 

Prosody-Object 
 Diagnostic group 1 70 1.29 0.259 0.02 
 Age group 2 70 0.75 0.474 0.02 
 Prime emotion 3 210 11.99 < 0.001 0.15 
 Diagnostic group ´ age group 2 70 1.01 0.370 0.03 
 Diagnostic group ´ prime emotion 3 210 0.06 0.979 0.00 
 Age group ´ prime emotion 6 210 1.98 0.069 0.05 
 Diagnostic group ´ age group ´ prime emotion 6 210 0.37 0.898 0.01 

Song-Object 
 Diagnostic group 1 70 0.01 0.941 0.00 
 Age group 2 70 2.58 0.083 0.07 
 Prime emotion 3 210 17.59 < 0.001 0.20 
 Diagnostic group ´ age group 2 70 0.01 0.987 0.00 
 Diagnostic group ´ prime emotion 3 210 0.27 0.850 0.00 
 Age group ´ prime emotion 6 210 1.38 0.223 0.04 
 Diagnostic group ´ age group ´ prime emotion 6 210 1.12 0.355 0.03 

Note. R model equation for all prime-target conditions: lmer (Congruency Mean Accuracy Difference ~ Diagnostic Group * Age Group * Prime Emotion + (1 | 
Subject)); significant effects and interactions are highlighted using bold font. 

Prosody-face 

 The linear mixed effects model revealed a significant main effect of Prime emotion 

(F(3, 210) = 2.65, p = 0.050, η2p = 0.04), as well as two-way interactions of Diagnostic group 

´ Prime emotion (F(3, 210) = 4.06, p = 0.008, η2p = 0.05) and Age group ´ Prime emotion 

(F(6, 210) = 3.02, p = 0.007, η2p = 0.08). I will unpack these two two-way interactions below. 

Figure 4.5 shows the interaction of Diagnostic group ´ Prime emotion. Post-hoc 

analyses showed that when faces were primed by scared prosody, the congruency mean 

accuracy difference was significantly larger in the ASD group (M = 0.18, SD = 0.27) compared 
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to the NT group (M = 0.00, SD = 0.27) (t(74) = 2.84, p = 0.006). The two groups, however, 

did not differ in congruency mean accuracy difference when faces were primed by angry, 

happy, nor sad prosody. 

Within the ASD group, a larger mean accuracy difference was found when faces were 

primed by happy prosody (M = 0.20, SD = 0.24) than by sad prosody (M = 0.07, SD = 0.23) 

(t(37) = 3.17, p = 0.018), while no other differences across emotions of prosodic primes were 

observed when responding to face targets.  

Within the NT group, a larger mean accuracy difference was found when faces were 

primed by happy prosody (M = 0.18, SD = 0.20) than by scared prosody (M = 0.00, SD = 0.27) 

(t(37) = 3.11, p = 0.022), with no other differences across emotions of prosodic primes being 

observed when responding to face targets. 

Together, these results indicate that the ASD group showed stronger priming effects 

than the NT group when faces were primed by prosody conveying fear. Within each group, 

different emotions expressed in prosody also primed facial emotion recognition in different 

ways. That is, whereas face targets were less strongly primed by prosody conveying sadness 

than happiness in the ASD group, face targets were less strongly primed by prosody conveying 

fear than happiness in the NT group.   
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Figure 4. 5. Boxplots of mean accuracy between the ASD and NT groups across congruency 
levels by prime emotion in the prosody-face condition. 

Figure 4.6 shows the interaction of Age group ´ Prime emotion. Post-hoc analyses 

showed a larger congruency mean accuracy difference in children than adults when faces were 

primed by angry prosody (child: M = 0.27, SD = 0.36; adult: M = 0.00, SD = 0.27; t(49.96) = 

3.23, p = 0.007) and sad prosody (child: M = 0.17, SD = 0.20; adult: M = 0.04, SD = 0.16; 

t(51.13) = 2.65, p = 0.032), with no difference between children and adults found when faces 

were primed by happy and scared prosody. Adolescents showed no difference to children and 

adults across emotions of prosodic primes when responding to face targets. 

 The priming pattern across prosodic emotions on faces in children also differed from 

that in adolescents and adults. In children, there was a larger congruency mean accuracy 

difference when faces were primed by happy (M = 0.23, SD = 0.24) and angry prosody (M = 

0.27, SD = 0.36) than by scared prosody (M = 0.04, SD = 0.32) (angry vs. scared: t(27) = 2.80, 
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p = 0.028; happy vs. scared: t(27) = 3.03, p = 0.028), with no other differences across emotions 

of prosodic primes found when responding to face targets.  

Conversely, both adolescents and adults showed no difference in congruency mean 

accuracy difference across emotions of prosodic primes when responding to face targets. 

These results indicate that children showed stronger priming effects on the accuracy of 

emotion recognition in face targets than adults particularly when prosodic primes conveyed 

anger and sadness. This partially agrees with that in children, the accuracy of emotion 

recognition in face targets was more strongly primed by prosody that conveyed anger and 

happiness compared to fear, whereas no discrepancies among prime emotions were seen in 

adolescents and adults. 

 

Figure 4. 6. Boxplots of mean accuracy between children, adolescents, and adults across 
congruency levels by prime emotion in the prosody-face condition. 

Song-face   

The linear mixed effects model revealed a significant main effect of Prime emotion 

(F(3, 210) = 11.41, p < 0.001, η2p = 0.14). Post-hoc analyses showed that the congruency mean 

accuracy difference was largest when faces were primed by happy song (M = 0.25, SD = 0.23), 

which significantly differed from that by angry (M = 0.08, SD = 0.29), scared (M = 0.03, SD 

= 0.27), and sad song (M = 0.09, SD = 0.24) (happy vs. angry: t(75) = 4.12, p < 0.001; happy 
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vs. scared: t(75) = 6.08, p < 0.001; happy vs. sad: t(75) = 4.95, p < 0.001) (Figure 4.7). These 

results indicate that across diagnostic groups and age groups, the accuracy of emotion 

recognition in face targets was most strongly primed by song that conveyed happiness among 

other emotions. 

 

Figure 4. 7. Boxplots of mean accuracy across congruency levels by prime emotion in the 
song-face condition. 

Prosody-object 

The linear mixed effects model revealed a significant main effect of Prime emotion 

(F(3, 210) = 11.99, p < 0.001, η2p = 0.15). Post-hoc analyses showed that the congruency mean 

accuracy difference was smallest when objects were primed by angry prosody (M = -0.02, SD 

= 0.38), which differed significantly from that by scared (M = 0.10, SD = 0.26), happy (M = 

0.20, SD = 0.24), and sad prosody (M = 0.15, SD = 0.25) (angry vs. scared: t(75) = -2.63, p = 

0.016; angry vs. happy: t(75) = -5.76, p < 0.001; angry vs. sad: t(75) = -4.03, p < 0.001). The 

congruency mean accuracy difference was also smaller when objects were primed by scared 

prosody than by happy prosody (t(75) = -2.78, p = 0.014) (Figure 4.8). These results indicate 

that across diagnostic groups and age groups, the accuracy of emotion recognition in object 
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targets was more strongly primed by prosody that conveyed happiness but was least primed by 

prosody that conveyed anger. 

 

Figure 4. 8. Boxplots of mean accuracy across congruency levels by prime emotion in the 
prosody-object condition. 

Song-object 

The linear mixed effects model revealed a significant main effect of Prime emotion 

(F(3, 210) = 17.59, p < 0.001, η2p = 0.20). Post-hoc analyses showed that the congruency mean 

accuracy difference was largest when objects were primed by happy song (M = 0.20, SD = 

0.22), followed by sad song (M = 0.10, SD = 0.20), then scared song (M = 0.03, SD = 0.26), 

with angry song (M = -0.08, SD = 0.36) showing the smallest congruency mean accuracy 

difference (happy vs. sad: t(75) = 3.51, p = 0.003; happy vs. scared: t(75) = 4.39, p < 0.001; 

happy vs. angry: t(75) = 7.19, p < 0.001; sad vs. scared: t(75) = 1.99, p = 0.050; sad vs. angry: 

t(75) = 3.98, p < 0.001; scared vs. angry: t(75) = 2.18, p = 0.039) (Figure 4.9). These results 

indicate that across diagnostic groups and age groups, the accuracy of emotion recognition in 

object targets was most strongly primed by song that conveyed happiness, followed by sadness, 

then fear, with objects being strongly primed by song that conveyed anger the least. 
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Figure 4. 9. Boxplots of mean accuracy across congruency levels by prime emotion in the 
song-object condition. 

Summary 

In general, prime emotion appeared to have modulated the magnitude of cross-modal 

priming effects in all four prime-target conditions to similar extents across diagnostic groups 

and age groups. There were, nonetheless, two exceptions: (i) the ASD group showed stronger 

priming than the NT group when faces were primed by prosody that conveyed fear, and (ii) 

children showed stronger priming than adults when faces were primed by prosody that 

conveyed anger and sadness. Overall, visual emotion recognition accuracy was most strongly 

primed by auditory primes, particularly song, that conveyed happiness. The accuracy of 

emotion recognition in object targets was relatively less strongly primed by auditory primes 

that conveyed anger.   

4.3.2.2. Congruency mean response time difference 

Table 4.7 displays the full model results summary of the linear mixed effects analysis 

on the congruency mean RT difference score for each prime-target condition. 
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Table 4. 7. Linear mixed effects model results displayed by prime-target condition for 
diagnostic group, age group, prime emotion, and their interactions on congruency mean RT 
difference score. 

 Fixed effects df F p η2p 
Prosody-Face 
 Diagnostic group 1 70.16 0.81 0.372 0.01 
 Age group 2 70.20 1.47 0.236 0.04 
 Prime emotion 3 207.34 7.53 < 0.001 0.10 
 Diagnostic group ´ age group 2 70.20 1.66 0.198 0.05 
 Diagnostic group ´ prime emotion 3 207.34 0.80 0.495 0.01 
 Age group ´ prime emotion 6 207.36 0.89 0.507 0.02 
 Diagnostic group ´ age group ´ prime emotion 6 207.36 0.45 0.843 0.01 

Song-Face 
 Diagnostic group 1 279 0.36 0.548 0.00 
 Age group 2 279 1.54 0.216 0.01 
 Prime emotion 3 279 3.24 0.022 0.03 
 Diagnostic group ´ age group 2 279 1.64 0.196 0.01 
 Diagnostic group ´ prime emotion 3 279 0.67 0.570 0.01 
 Age group ´ prime emotion 6 279 1.48 0.183 0.03 
 Diagnostic group ´ age group ´ prime emotion 6 279 0.33 0.921 0.01 

Prosody-Object 
 Diagnostic group 1 68.27 0.26 0.609 0.00 
 Age group 2 68.24 1.25 0.294 0.04 
 Prime emotion 3 203.42 2.30 0.078 0.03 
 Diagnostic group ´ age group 2 68.24 0.54 0.585 0.02 
 Diagnostic group ´ prime emotion 3 203.42 0.39 0.757 0.01 
 Age group ´ prime emotion 6 203.37 1.09 0.367 0.03 
 Diagnostic group ´ age group ´ prime emotion 6 203.37 0.86 0.528 0.02 

Song-Object 
 Diagnostic group 1 69.46 0.28 0.598 0.00 
 Age group 2 69.50 1.00 0.374 0.03 
 Prime emotion 3 202.01 12.74 < 0.001 0.16 
 Diagnostic group ´ age group 2 69.50 1.05 0.357 0.03 
 Diagnostic group ´ prime emotion 3 202.01 0.18 0.911 0.00 
 Age group ´ prime emotion 6 202.03 0.69 0.659 0.02 
 Diagnostic group ´ age group ´ prime emotion 6 202.03 0.56 0.761 0.02 

Note. R model equation for Song-Face: lmer (Congruency Mean RT Difference ~ Diagnostic Group * Age Group * Prime Emotion + (1 | Subject), control = 
lmerControl(calc.derivs = FALSE)); R model equation for Speech-Face, Song-Object, and Speech-Object: lmer (Congruency Mean RT Difference ~ Diagnostic 
Group * Age Group * Prime Emotion + (1 | Subject)); significant effects and interactions are highlighted using bold font. 

Prosody-face 

 The linear mixed effects model revealed a significant main effect of Prime emotion 

(F(3, 207.34) = 7.53, p < 0.001, η2p = 0.10). Post-hoc analyses revealed that the congruency 

mean RT difference was largest when faces were primed by happy prosody (M = 508.83, SD 

= 763.60), which differed significantly from that by angry (M = 52.12, SD = 796.44), scared 

(M = 16.12, SD = 804.96), and sad prosody (M = 211.29, SD = 741.57) (happy vs. angry: t(72) 

= 3.89, p < 0.001; happy vs. scared: t(72) = 4.12, p < 0.001; happy vs. sad: t(72) = 2.68, p = 

0.018) (Figure 4.10). These results indicate that across diagnostic groups and age groups, the 
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RT of emotion recognition in face targets was most strongly primed by prosody that conveyed 

happiness among other emotions. 

 

Figure 4. 10. Boxplots of mean RT across congruency levels by prime emotion in the prosody-
face condition. 

Song-face   

The linear mixed effects model revealed a significant main effect of Prime emotion 

(F(3, 279) = 3.24, p = 0.022, η2p = 0.03). Post-hoc analyses showed a larger congruency mean 

RT difference when faces were primed by happy song (M = 284.13, SD = 692.13) than by 

angry song (M = -98.83, SD = 843.27) (t(74) = 2.95, p = 0.026), with no other differences 

across prime emotions observed (Figure 4.11). These results indicate that across diagnostic 

groups and age groups, the RT of emotion recognition in face targets was more strongly primed 

by song that conveyed happiness but less strongly primed by that conveyed anger. 
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Figure 4. 11. Boxplots of mean RT across congruency levels by prime emotion in the song-
face condition. 

Prosody-object 

 The linear mixed effects analysis revealed no significant main effects nor interactions 

on the congruency mean RT difference across the four factors of interest. These results suggest 

that prime emotions did not modulate the priming effects of prosody on the RT of emotion 

recognition in object targets across diagnostic groups and age groups.  

Song-object 

 The linear mixed effects analysis revealed a significant main effect of Prime emotion 

(F(3, 202.01) = 12.74, p < 0.001, η2p = 0.16). Post-hoc analyses found that the congruency 

mean RT difference was largest when objects were primed by happy song (M = 701.52, SD = 

718.87), which differed significantly from that by angry (M = 200.31, SD = 1085.16), scared 

(M = -108.77, SD = 759.43), and sad song (M = 272.21, SD = 691.44) (happy vs. angry: t(66) 

= 3.69, p < 0.001; happy vs. sad: t(66) = 3.91, p < 0.001; happy vs. scared: t(66) = 6.01, p < 
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primed by sad than scared song (t(66) = 3.53, p = 0.001). These results indicate that across 

diagnostic groups and age groups, the RT of emotion recognition in object targets was most 

strongly primed by song that conveyed happiness but was less strongly primed by song that 

conveyed fear.  

 

Figure 4. 12. Boxplots of mean RT across congruency levels by prime emotion in the song-
object condition. 

Summary 

Together, prime emotion appeared to have modulated the magnitude of cross-modal 

priming effects in prosody-face, song-face, and song-object conditions to similar extents across 

diagnostic groups and age groups. Specifically, the speed of emotion recognition in faces was 

more strongly primed by prosody and song that conveyed happiness. Similarly, the speed of 

emotion recognition in objects was most strongly primed by song that conveyed happiness. 

Prime emotion, however, did not modulate the magnitude of priming effects in the prosody-

object condition. 
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4.3.2.3. Congruency mean speed-accuracy composite score difference 

Table 4.8 displays the full model results summary of the linear mixed effects analysis 

on the congruency mean SACS difference score for each prime-target condition. 

Table 4. 8. Linear mixed effects model results displayed by prime-target condition for 
diagnostic group, age group, prime emotion, and their interactions on congruency mean SACS 
difference score. 

 Fixed effects df F p η2p 
Prosody-Face 
 Diagnostic group 1 70.16 1.12 0.293 0.02 
 Age group 2 70.19 3.25 0.045 0.08 
 Prime emotion 3 207.19 6.16 < 0.001 0.08 
 Diagnostic group ´ age group 2 70.19 0.10 0.907 0.00 
 Diagnostic group ´ prime emotion 3 207.19 3.98 0.009 0.05 
 Age group ´ prime emotion 6 207.21 2.19 0.045 0.06 
 Diagnostic group ´ age group ´ prime emotion 6 207.21 0.81 0.561 0.02 

Song-Face 
 Diagnostic group 1 279 2.62 0.107 0.01 
 Age group 2 279 2.34 0.098 0.02 
 Prime emotion 3 279 10.40 < 0.001 0.10 
 Diagnostic group ´ age group 2 279 2.05 0.131 0.01 
 Diagnostic group ´ prime emotion 3 279 0.83 0.476 0.01 
 Age group ´ prime emotion 6 279 2.08 0.055 0.04 
 Diagnostic group ´ age group ´ prime emotion 6 279 0.40 0.882 0.01 

Prosody-Object 
 Diagnostic group 1 64.40 0.58 0.451 0.01 
 Age group 2 64.37 1.00 0.375 0.03 
 Prime emotion 3 198.76 10.99 < 0.001 0.14 
 Diagnostic group ´ age group 2 64.37 0.15 0.859 0.00 
 Diagnostic group ´ prime emotion 3 198.76 0.17 0.918 0.00 
 Age group ´ prime emotion 6 198.72 2.47 0.025 0.07 
 Diagnostic group ´ age group ´ prime emotion 6 198.72 0.73 0.627 0.02 

Song-Object 
 Diagnostic group 1 64.17 0.38 0.541 0.01 
 Age group 2 64.20 5.25 0.008 0.14 
 Prime emotion 3 196.20 26.37 < 0.001 0.29 
 Diagnostic group ´ age group 2 64.20 0.41 0.662 0.01 
 Diagnostic group ´ prime emotion 3 196.20 0.64 0.593 0.01 
 Age group ´ prime emotion 6 196.20 1.37 0.230 0.04 
 Diagnostic group ´ age group ´ prime emotion 6 196.20 0.42 0.865 0.01 

Note. R model equation for Song-Face: lmer (Congruency Mean SACS Difference ~ Diagnostic Group * Age Group * Prime Emotion + (1 | Subject), control = 
lmerControl(calc.derivs = FALSE)); R model equation for Speech-Face, Song-Object, and Speech-Object: lmer (Congruency Mean SACS Difference ~ Diagnostic 
Group * Age Group * Prime Emotion + (1 | Subject)); significant effects and interactions are highlighted using bold font. 

Prosody-face 

 The analysis revealed significant main effects of Age group (F(2, 70.19) = 3.25, p = 

0.045, η2p = 0.08) and Prime emotion (F(3, 207.19) = 6.16, p < 0.001, η2p = 0.08), as well as 

two-way interactions of Diagnostic group ´ Prime emotion (F(3, 207.19) = 3.98, p = 0.009, η2p 
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= 0.05) and Age group ´ Prime emotion (F(6, 207.21) = 2.19, p = 0.045, η2p = 0.06). No other 

main effects and interactions reached significance. I will unpack the two two-way interactions 

below. 

Figure 4.13 shows the interaction of Diagnostic group ´ Prime emotion. Post-hoc 

analyses showed that there was a larger congruency mean SACS difference in the ASD group 

(M = 1.08, SD = 1.82) compared to the TD group (M = 0.03, SD = 1.33) when faces were 

primed by scared prosody (t(65.83) = 2.83, p = 0.006). No difference between the ASD and 

TD groups was found for angry, happy, and sad prosody. 

The priming patterns across prosodic emotions on faces also differed between the ASD 

and TD groups. In the ASD group, a larger congruency mean SACS difference was observed 

when faces were primed by happy prosody (M = 1.47, SD = 1.43) than that by sad prosody (M 

= 0.53, SD = 1.51) (t(36) = 3.49, p = 0.008), with no other difference observed across prime 

emotions.  

In the TD group, a larger congruency mean SACS difference was observed when faces 

were primed by happy (M = 1.36, SD = 1.51) and sad prosody (M = 0.90, SD = 1.25) than that 

by scared prosody (M = 0.03, SD = 1.33) (happy vs. scared: t(35) = 4.09, p = 0.001; sad vs. 

scared: t(35) = 2.71, p = 0.031), with no other difference observed across prime emotions. 

These results indicate that while the ASD group showed stronger priming effects of 

prosody that conveyed happiness than sadness on the efficiency of emotion recognition in 

faces, the TD group showed no difference in the priming effects between these two emotions. 

Moreover, whereas the efficiency of emotion recognition in faces was equally primed by 

prosody that conveyed fear and other emotions in the ASD group, the efficiency of emotion 

recognition in faces was less strongly primed by prosody that conveyed fear compared to 

happiness and sadness in the TD group. 
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Figure 4. 13. Boxplots of mean SACS across congruency levels by prime emotion for the ASD 
and TD groups in the prosody-face condition. 

Figure 4.14 shows the interaction of Age group ´ Prime emotion. Post-hoc analyses 

revealed that children showed larger congruency mean SACS difference than adults when faces 

were primed by angry prosody (child: M = 1.50, SD = 1.84; adult: M = -0.21, SD = 1.47; 

t(50.90) = 3.77, p = 0.001) and sad prosody (child: M = 1.15, SD = 1.19; adult: M = 0.29, SD 

= 1.23; t(51.33) = 2.61, p = 0.036), where no difference was observed between the two groups 

for scared and happy prosody. There was also no difference in congruency mean SACS 

difference between adolescents and adults across prosodic emotions when responding to face 

targets. 

The priming patterns across prosodic emotions on faces were found to differ across the 

three age groups. In children, the congruency mean SACS difference was larger when faces 

were primed by angry (M = 1.50, SD = 1.84) and happy prosody (M = 1.58, SD = 1.40) than 

that by scared prosody (M = 0.46, SD = 1.75) (angry vs. scared: t(24) = 2.85, p = 0.026; happy 

vs. scared: t(24) = 3.05, p = 0.026), with no other differences observed across prime emotions. 

●

●

●

●

●

ASD NT

Angry Scared Happy Sad Angry Scared Happy Sad

−2

−1

0

1

2

Prime Emotion

Sp
ee

d−
Ac

cu
ra

cy
 C

om
po

si
te

 S
co

re

Congruency
Congruent

Incongruent



 205 

In adolescents, the congruency mean SACS difference did not differ across prime 

emotions. 

In adults, the congruency mean SACS difference was larger when faces were primed 

by happy prosody (M = 1.23, SD = 1.39) than that by angry prosody (M = -0.21, SD = 1.47) 

(t(25) = 3.21, p = 0.022).  

These results indicate that children showed stronger priming effects on the efficiency 

of emotion recognition in face targets than adults particularly when prosodic primes conveyed 

anger and sadness. This partially agrees with that in children, the efficiency of emotion in face 

targets was more strongly primed by angry and happy prosody, whereas in adults, the efficiency 

of emotion in face targets was less strongly primed by anger. 

 

Figure 4. 14. Figure 4.14. Boxplots of mean SACS across congruency levels by prime emotion 
for children, adolescents, and adults in the prosody-face condition. 

Song-face   

The linear mixed effects model yielded a significant main effect of Prime emotion (F(3, 

279) = 10.40, p < 0.001, η2p = 0.10). Post-hoc analyses revealed that the congruency mean 

SACS difference was largest when faces were primed by happy song (M = 1.43, SD = 1.28), 

which differed significantly from that by angry (M = 0.28, SD = 1.81), scared (M = 0.13, SD 

= 1.82), and sad song (M = 0.59, SD = 1.39) (happy vs. angry: t(74) = 4.51, p < 0.001; happy 
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vs. scared: t(74) = 5.01, p < 0.001; happy vs. sad: t(74) = 4.48, p < 0.001) (Figure 4.15). These 

results indicate that across diagnostic groups and age groups, the efficiency of emotion 

recognition in face targets was most strongly primed by song that conveyed happiness among 

other emotions. 

 

Figure 4. 15. Boxplots of mean SACS across congruency levels by prime emotion in the song-
face condition. 

Prosody-object 

 The analysis yielded a significant main effect of Prime emotion (F(3, 198.76) = 10.99, 

p < 0.001, η2p = 0.14), as well as a significant interaction of Age group ´ Prime emotion (F(6, 

198.72) = 2.47, p = 0.025, η2p = 0.07). No other effects and interactions were significant. I will 

unpack this two-way interaction below. 

Figure 4.16 shows the interaction of Age group ´ Prime emotion. Post-hoc analyses 

found no difference in congruency mean SACS difference across age groups for the different 

prime emotions. The priming patterns across prosodic emotions on objects were found to differ 

across the three age groups. 
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In children, the congruency mean SACS difference did not differ across prime emotions 

when responding to object targets. 

In adolescents, the congruency mean SACS difference was the largest when objects 

were primed by happy prosody (M = 1.35, SD = 1.11), which differed significantly from that 

by angry (M = -0.30, SD = 1.01), scared (M = 0.34, SD = 1.10), and sad prosody (M = 0.58, 

SD = 1.14) (happy vs. angry: t(19) = 5.69, p < 0.001; happy vs. scared: t(19) = 3.52, p = 0.005; 

happy vs. sad: t(19) = 4.02, p = 0.002).  

In adults, the congruency mean SACS difference did not differ across happy (M = 0.88, 

SD = 1.41), scared (M = 0.82, SD = 1.23), and sad prosody (M = 0.92, SD = 1.06) when 

responding to object targets, which were all in turn showing larger congruency mean SACS 

difference than angry prosody (M = -1.32, SD = 3.63) (happy vs. angry: t(20) = 3.27, p = 0.011; 

scared vs. angry: t(20) = 3.06, p = 0.012; sad vs. angry: t(20) = 3.36, p = 0.011).  

These results indicate that whereas the efficiency of emotion recognition in object 

targets was not modulated by the emotion of the prosodic primes in children, the efficiency of 

emotion recognition in objects was more strongly primed by prosody that conveyed happiness 

in adolescents but was less strongly primed by prosody that conveyed anger in adults. 

 
Figure 4. 16. Boxplots of mean SACS across congruency levels by prime emotion for children, 
adolescents, and adults in the speech-object condition. 
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Song-object 

 The linear mixed effects analysis revealed a significant main effect of Age group (F(2, 

64.20) = 5.25, p = 0.008, η2p = 0.14). Post-hoc analyses demonstrated that adolescents (M = 

0.15, SD = 0.59) showed a smaller congruency mean SACS difference than children (M = 0.98, 

SD = 1.02) and adults (M = 0.75, SD = 1.14), who did not differ from each other (adolescent 

vs. child: t(44.61) = -3.63, p = 0.002; adolescent vs. adult: t(38.78) = -2.36, p = 0.035) (Figure 

4.17). This suggests that in general, adolescents showed smaller priming effects of sung 

emotions on the efficiency of emotion recognition in object targets compared to children and 

adults. 

 

Figure 4. 17. Boxplots of mean SACS across congruency levels by age group in the song-
object condition. 

A significant main effect of Prime emotion was also depicted (F(3, 196.20) = 26.37, p 

< 0.001, η2p = 0.29). Post-hoc analyses revealed that the congruency mean SACS difference 

was largest when objects were primed by happy song (M = 1.65, SD = 1.39), followed by sad 

song (M = 0.78, SD = 1.32), with angry (M = -0.14, SD = 1.90) and scared song (M = 0.05, 
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p < 0.001; happy vs. angry: t(66) = 7.30, p < 0.001; happy vs. scared: t(66) = 6.88, p < 0.001; 

sad vs. angry: t(66) = 3.55, p = 0.001; sad vs. scared: t(66) = 2.94, p = 0.005) (Figure 4.18). 

These results indicate that across diagnostic groups and age groups, the efficiency of emotion 

recognition in object targets was most strongly primed by song that conveyed happiness, 

followed by sadness, with anger and fear showing the least priming effects on objects.  

 

Figure 4. 18. Boxplots of mean SACS across congruency levels by prime emotion in the song-
object condition. 

Summary 

In general, prime emotion appeared to have modulated the magnitude of cross-modal 

priming effects in all four prime-target conditions to similar extents across diagnostic group 

and age group. There were, nonetheless, two exceptions: (i) the ASD group showed stronger 

priming than the TD group when faces were primed by prosody that conveyed fear, and (ii) 

children showed stronger priming than adults when faces were primed by prosody that 

conveyed anger and sadness. Overall, visual emotion recognition efficiency was most strongly 

primed by auditory primes, particularly song, that conveyed happiness. The efficiency of 
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emotion recognition efficiency in object targets was relatively less strongly primed by auditory 

primes that conveyed anger.   

4.4. Discussion 

The present study was the first study, to my knowledge, to directly compare the implicit 

processing of prosodic and sung emotions as well as their influence on subsequent emotional 

judgment of human faces and face-like objects between autistic and NT individuals across 

development, via a cross-modal affective priming paradigm. The most important findings are 

the following. First, the strength of cross-modal affective priming did not differ between the 

ASD and NT groups, suggesting no impairments in implicit emotion processing across auditory 

domains in ASD. However, the two groups appear to show different developmental patterns in 

implicit emotion processing across the auditory domains. That is, in the NT group, prosodic 

but not sung emotions implicitly primed subsequent emotional judgment of human facial 

expressions across all age groups; the implicit priming of sung emotions was seen only in NT 

children but not in NT adolescents and adults. The reverse was observed for the ASD group, 

where sung but not prosodic emotions implicitly primed subsequent emotional judgment of 

human facial expressions across all age groups; the implicit priming of prosodic emotions was 

seen only in children and adolescents with ASD but not in adults with ASD. Secondly, priming 

effects of both prosodic and sung emotions on emotional judgment of human facial expressions 

were weaker in adults compared to children, regardless of diagnostic group. Thirdly, prosodic 

and sung emotions did not prime emotional judgment of face-like object expressions across 

participants in general, except for children when primed by prosodic emotions. Finally, priming 

effects appeared stronger when auditory primes conveyed happiness, which was particularly 

evident for sung cues relative to prosodic cues. These findings will be further unpacked and 

discussed in the subsequent sections.  
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4.4.1. The special status of speech prosody during cross-modal affective priming in NT 

but not in ASD across development 

Overall, the present study provided no evidence for impairments in implicit emotion 

priming in autistic individuals relative to NT individuals. This is demonstrated by the finding 

of no significant group differences in the extent to which visual emotion recognition was 

primed by implicitly processed auditory emotions. These findings, however, appear to 

contradict the numerous studies that reported atypical emotion processing at the implicit level 

in ASD, particularly for speech prosody (Fan & Cheng, 2014; Lindström et al., 2018). It should 

be noted that these studies examined implicit emotion processing by measuring participants’ 

neural responses to emotionally spoken syllables during passive listening tasks. Thus, the intact 

implicit emotion processing on the behavioural level (i.e., its influence on emotional 

recognition) observed in the present study does not necessarily counter the fact that implicit 

emotion processing may be impaired in ASD on the neurophysiological level (i.e., influence 

on neural responses) as observed in these previous studies. With specific regards to implicit 

emotion priming, the present study corroborated previous findings by Vanmarcke and 

Wagemans (2017) but contradicted those by Kamio et al. (2006). The discrepancy in findings 

across the previous and present affective priming studies may relate to the association between 

the implicitly preactivated concept and the concept required for the target response. For 

instance, the present study found no impairments in ASD as participants were presented with 

emotional prosody and song as primes then made emotional judgments of human facial and 

face-like object expressions. Likewise, Vanmarcke and Wagemans (2017) also found no 

impairments in ASD as participants were presented with emotional faces (happy vs. sad) as 

primes then made valence judgments (positive vs. negative) of human facial expressions. These 

two studies, thus, demonstrate a common concept of emotional meaning to be transferred from 

the prime to the response to the target. By contrast, Kamio et al. (2006) found impaired emotion 
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priming in ASD where participants were presented with emotional faces as primes and made 

liking judgments of ideographs, which denotes a less related concept between emotional 

meaning of the prime and preferential judgments required as responses to targets. Thus, it may 

be the case where atypicality lies in the extent to which implicitly processed emotional 

information can guide non-emotionally-related behaviours in a broader context in ASD. 

Drawing together findings from previous literature and the present study, it opens up new 

questions as to which aspect(s) of emotion processing at the implicit level is affected in ASD, 

such as whether it relates to its impact on the neurophysiological versus behavioural levels, 

implicit appraisal of the emotional significance of incoming cues, and/or the implicit activation 

of emotional meaning to guide (non)emotionally-related behaviours.  

Although no overall impairments in implicit emotion priming were observed across 

domains in the present study, discrepant priming patterns of prosody and song were observed 

between the ASD and NT groups across development, mainly in the accuracy measure. 

Whereas the priming of prosody on human faces was observed across development in the NT 

group, an age-related decline in the priming of prosody on human faces was observed in the 

ASD group. In contrast, whereas the priming of song on human faces declined with age in the 

NT group, it was found across development in the ASD group. These results suggest that for 

NT individuals across development, emotions conveyed in speech prosody may have a special 

status during implicit emotion priming when identifying facial expressions. On the other hand, 

for autistic individuals, particularly adults, prosodic cues may not share the same importance 

for priming the interpretation of facial expressions as they do for NT individuals, whereas sung 

cues may be preferred.   

The reduced implicit processing bias towards speech prosody in autistic individuals 

compared to NT individuals has also been demonstrated in the literature on speech perception. 

Indeed, studies have shown that NT individuals prefer speech over non-speech stimuli from a 
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very early age (Alegria & Noirot, 1978; Vouloumanos et al., 2010). Conversely, autistic 

individuals do not exhibit such bias (Filipe et al., 2018; Järvinen-Pasley & Heaton, 2007; Klin, 

1991, 1992) and show greater visual attention to performers’ face and body during singing than 

story-telling (G. A. Thompson & Abel, 2018). Moreover, findings from ERP studies using a 

passive listening paradigm provide substantial evidence for atypical early, preattentive 

processing of speech stimuli in ASD (Čeponienė et al., 2003; Kujala et al., 2005; Whitehouse 

& Bishop, 2008; J. Zhang et al., 2019). In particular, the attenuated ERPs to speech stimuli in 

ASD relative to typical development was only observed during the passive listening condition 

(Whitehouse & Bishop, 2008). This difference, however, disappeared when attention to the 

sound stream was required (Whitehouse & Bishop, 2008). It was, therefore, suggested that top-

down inhibitory processes may play an important role in the atypical initial orientation towards 

speech sounds in ASD (Whitehouse & Bishop, 2008). In line with this, the social motivation 

theory hypothesises that autistic individuals have diminished attention to certain stimuli 

because of its social-cognitive aspects, such as faces and speech (Chevallier et al., 2012). 

Furthermore, this theory posits that social motivation deficits should precede social cognitive 

deficits (Chevallier et al., 2012). Based on this theoretical framework, the atypical initial 

orientation towards speech sounds (Čeponienė et al., 2003; Kujala et al., 2005; Lepistö et al., 

2005; Whitehouse & Bishop, 2008) may have resulted in reduced automatic responses to 

emotional prosodic stimuli, exerting an influence on subsequent cross-modal emotional 

transfers such as priming in ASD.  

The present study noted a lack of emotion priming of sung cues on human faces in NT 

adolescents and adults, giving rise to the special role of speech in implicit emotion priming. 

Indeed, using electrodermal activity and electrocardiogram measures, it was shown that lower 

autonomic reactivity to emotions in music was related to more typical social functioning in NT 

individuals (Järvinen et al., 2016). Despite this, the present findings are seemingly inconsistent 
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with prior studies which showed affective priming of musical cues on visual emotional words 

(Goerlich et al., 2012; Steinbeis & Koelsch, 2011) and human faces (L. Zhou et al., 2019) in 

NT individuals, though mainly at the electrophysiological level. Although these prior studies 

also showed a lack of cross-modal priming effects of musical stimuli for accuracy at the 

behavioural level, this was due to ceiling performance on this measure in these studies 

(Goerlich et al., 2012; Steinbeis & Koelsch, 2011; L. Zhou et al., 2019). One could, therefore, 

suspect that the accuracy measure lacks sensitivity to capture the prime-target relationship. 

However, the present study did not observe ceiling performance. This explanation for the lack 

of emotion priming of sung cues on human faces in NT adults, therefore, seems unlikely.  

There are substantial differences between these previous studies examining affective 

priming of music in typical development and the present study, which may have resulted in the 

discrepant findings. First, the use of sung stimuli in the present study differs considerably from 

the instrumental musical stimuli used in previous studies in terms of acoustic characteristics, 

such as timbre features (Mokhsin et al., 2014). Related to this, a previous study by Zhang and 

colleagues (2019) showed that there are specialised neural responses to sung music when 

performing on a cross-modal affective priming task, which were not observed for instrumental 

music. Specifically, it was found that the integration of emotional information between sung 

and facial stimuli required sustained, controlled attention allocation, as reflected in a larger P3 

and late positive component (LPC) for incongruent than congruent prime-target pairs (Zhang 

et al., 2019). On this note, the manipulation of SOA to eliminate attention allocation to the 

prime stimuli in the present study may have limited the priming effects of sung cues on human 

faces. Secondly, the number of emotions used differed between the previous studies (i.e., happy 

and sad in Goerlich et al., 2012; happy and angry/scared in Zhou et al., 2019) and the present 

study (i.e., happy, angry, scared, and sad). Moreover, whereas participants were instructed to 

respond on the basis of valence to the targets in the above-mentioned studies (Goerlich et al., 



 215 

2012; L. Zhou et al., 2019), participants responded on the basis of emotion category in the 

present study. Given the greater task demands and possible ambiguity between emotional 

categories than valence (Carroll & Young, 2005; Eerola & Vuoskoski, 2011), a potential 

“leakage effect” may have inhibited priming effects to be observed, where an incongruent 

emotion may have primed a target (e.g., scared-sad). These possibilities in accounting for the 

discrepant findings of the present and previous studies should be considered with caution as 

the priming effects of sung stimuli were nonetheless observed across all age groups in ASD.  

One possibility of why the priming effects of sung stimuli remained for the ASD group 

could be related to the greater activation for these stimuli at the neural level. In support of this, 

neuroimaging studies using fMRI and diffusion tensor imaging (DTI) demonstrated that 

relative to NT individuals, activation in the neural system associated with speech and song 

processing (e.g., the left inferior frontal gyrus) was reduced for speech stimuli, but comparable 

or greater for sung stimuli in autistic individuals (Lai et al., 2012; Sharda et al., 2015). In 

addition, fronto-temporal connectivity was found to be greater for song relative to speech in 

ASD, while these differences were not seen in NT (Lai et al., 2012; Sharda et al., 2015). The 

greater neural responses to sung over spoken stimuli may imply greater orientation towards 

sung cues for emotional information to be processed and transferred through priming in ASD. 

Moreover, the present findings corroborate previous multisensory integration research in 

showing the reduced cross-modal influence of spoken stimuli (Ben-Yosef et al., 2017; 

Charbonneau et al., 2013; O’Connor, 2007; Vannetzel et al., 2011; Xavier et al., 2015), but 

typical cross-modal influence of musical stimuli on facial expressions in ASD (L. S. Brown, 

2017; Wagener et al., 2020). Taken together, the cross-modal influence of music on facial 

expressions appears to occur at both the conscious and automatic levels in ASD, even as a 

transient cue in a sung format as demonstrated in the present study. Considering the timeframe 

for capturing automatic processes was controlled for in the present study, the present findings 
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outline the important role of automaticity in response to emotional stimuli as a prerequisite to 

cross-modal transfers and/or integration of emotion. In particular, prosodic cues appear to be 

prioritised in implicit emotion priming in typical interpersonal emotional communication. 

4.4.2. A gradual age-related decline in the magnitude of cross-modal affective priming 

Across both the ASD and NT groups, the magnitude of implicit emotion priming of 

both prosody and song was less strong in adults compared to children when responding to face 

targets, with adolescents showing no difference to either age group. This indicates a gradual 

age-related decline that is most salient between children and adults. This result seems counter 

to previous findings of no effects of age in implicit emotion priming (Kamio et al., 2006) and 

age-related improvement in implicit emotion processing (Batty & Taylor, 2006; Mathersul et 

al., 2009; L. M. Williams et al., 2009), which may be subject to the design and response 

demands in the present study.  

Given that the prime and target stimuli were presented through different modalities in 

the present study, one possibility of the age-related decline in priming may concern the 

developmental changes in auditory versus visual dominance in multisensory processing. There 

is much evidence suggesting a developmental shift from an auditory to visual dominance 

during multisensory processing (Hirst, Stacey, et al., 2018; Nava & Pavani, 2013; Robinson & 

Sloutsky, 2004). For example, the Colavita effect, denoting a visual dominance effect 

demonstrated by participants responding only to the visual element of cross-modally presented 

stimuli, has been found to be less robust and perhaps reversed (i.e., auditory dominance) in 

children compared to adults (Wille & Ebersbach, 2016; see also Hirst, Cragg, et al., 2018 for a 

review). Likewise, with particular regard to emotion processing, a recent study by Ross et al. 

(2021) showed an auditory dominance towards emotional vocal bursts over body expressions 

in children that was not seen in adults. In this sense, younger groups may have been more prone 

to the influence of auditory cues during cross-modal priming than older groups in the present 
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study. However, the developmental transition from auditory to visual dominance has been 

suggested to occur at approximately 9-10 years of age (Nava & Pavani, 2013; Ross et al., 2021; 

Wille & Ebersbach, 2016), which does not seem to account for why similar priming between 

children and adolescents was observed in the present study. Age-related differences in modality 

dominance may, thus, only somewhat explain the present finding for children, giving rise to 

the possibility for an alternative explanation.  

Considering participants were instructed to respond to the facial expressions, it is 

plausible that increased age may have contributed to the inhibition of automatic responses to 

the task-irrelevant information elicited in the auditory primes. Accordingly, the influence of 

the auditory primes regardless of congruency may have been minimised in adults. In support 

of this idea, a previous study by Herba et al. (2006) found that with increasing age, children 

became less distracted by task-irrelevant emotional information when matching emotional 

faces on the basis of identity. Furthermore, evidence from fMRI studies have reported age-

related differences in brain activation during cognitive control over interfering emotional 

content, though these studies mostly compared between adults and adolescents (Monk et al., 

2003; Passarotti et al., 2009; Lihong Wang et al., 2008). For instance, in Passarotti et al. (2009), 

it was found that when judging the age of emotional faces, adolescents exhibited greater 

activation in the right amygdala than adults, a finding that has also been noted during incidental 

processing of task-irrelevant emotional content in previous studies (Guyer et al., 2008; Monk 

et al., 2003). Moreover, this greater amygdala reactivity in adolescents was found to be coupled 

with reduced activation in the right ventrolateral prefrontal cortex (Passarotti et al., 2009), a 

region that has been implicated in self-regulatory control and emotional regulation (Marsh et 

al., 2006; Pavuluri et al., 2009). Together, the authors interpreted these results as indicating 

greater automatic responses to emotional content in adolescents compared to adults, despite 

that emotion processing is not required, which may be modulated by poor control of emotional 
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circuits (Passarotti et al., 2009). In other words, there appears an increased cognitive control 

exerting over automatic responses to emotional content which may undergo gradual 

development throughout adolescence (Passarotti et al., 2009; Ravindranath et al., 2020).  

It is, therefore, plausible that automatic responses to emotional information emerge 

from a young age (Lobaugh et al., 2006), but the degree of their influence on subsequent 

socioemotional judgment may become more dependent on their relevance to task demands with 

increased age. The evidence from previous studies discussed so far characterises especially the 

age-related improvement in cognitive control over task-irrelevant emotional content under 

within-modal contexts, while the present findings extended this to that under cross-modal 

contexts. More importantly, despite adults maybe being less susceptible to auditory 

interference when judging emotions in visual stimuli, priming was observed for sung and 

prosodic cues on facial expressions in adults with ASD and NT adults, respectively. This may 

further reinforce the diverging preference during implicit emotion processing between the two 

groups. Specifically, for NT adults, prosodic cues may not be easily inhibited during implicit 

emotion priming, given their special role in face-to-face conversations.  

4.4.3. The modulating effect of prime-target co-occurrence on cross-modal affective 

priming 

So far, the discussion has focused on the cross-modal emotion priming effects of 

prosody and song on human faces and their differences between the ASD and NT groups across 

ages. However, in general, cross-modal emotion priming effects of both prosody and song on 

face-like objects were not seen regardless of diagnostic group and age group, except for 

children with prosodic cues. It is plausible that the lack of cross-modal affective priming for 

face-like objects was due to their low co-occurrence with the human voice (in either the spoken 

or sung form), as opposed to the high co-occurrence between human faces and the human voice 

(in both the spoken and sung form). There may be a weaker association formed between face-
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like objects and the human voice, as they are not typically encountered simultaneously in our 

everyday social interaction. The present findings are consistent with and extend those reported 

in Carroll & Young (2005), by demonstrating the role of prime-target co-occurrence with 

different stimuli. Namely, whereas vocal bursts and printed words were used as low co-

occurring pairs in Carroll & Young (2005), the present study using the human voice and face-

like objects as low co-occurring pairs also found restricted cross-modal emotional transfer for 

accuracy in most groups.  

However, this interpretation cannot explain the existence of cross-modal emotion 

priming of prosody on face-like objects in children. To the best of my knowledge, no previous 

studies have examined the role of co-occurrence in emotion priming nor the ability to process 

emotions from audiovisual stimuli involving nonhuman faces (e.g., a speaking cartoon 

character) in children. The lack of research in this area makes it challenging to find evidence 

to interpret this finding. Nevertheless, based on the co-occurrence framework, it is possible 

that children may encounter pairings of the human voice and nonhuman faces more often 

compared to adolescents and adults, perhaps through watching cartoons or playing with talking 

toys that are nonhuman looking. Unfortunately, it is not feasible to extrapolate from the current 

data whether priming effects on face-like objects in children were confounded by frequent 

exposure to such pairings during early development. Continued investigation into whether and 

how exposure to socioemotional stimuli, such as television viewing, contributes to emotion 

processing would provide greater understanding of how social experience is shaped and refined 

throughout development. 

4.4.4. An advantage for happy prosody and song in cross-modal affective priming  

Across participants, implicit emotion priming effects were consistently modulated by 

prime emotion: the judgment of facial and face-like object emotions was more strongly primed 

by auditory cues that conveyed happiness. This was particularly evident for sung primes, 
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whereby the happiness advantage was observed across all performance indices regardless of 

target types. In contrast, the happiness advantage for prosodic primes was less clear, as it did 

not always show greater priming among other emotions and across target types. This happiness 

advantage, however, could not be simply explained by participants’ recognition of this emotion 

at the explicit level, when considering the results presented in Chapter 3. For prosody, although 

happiness was consistently found to be most well-recognised emotion on the explicit emotion 

recognition task, as mentioned earlier, it did not always show stronger priming than other 

emotions. Moreover, for song, happiness constantly showed the strongest priming effects 

compared to other emotions, despite being recognised equally well as other emotions (except 

for fear which was the least well-recognised emotion) on the explicit emotion recognition task. 

Alternative explanations of this finding are outlined below. 

The happiness advantage has consistently been demonstrated in the human face 

domain, primarily on visual search tasks, where the detection of happy faces was found to be 

quicker and more accurate compared to faces portraying other emotions (Calvo et al., 2008; 

Calvo & Marrero, 2009; Juth et al., 2005). The present finding, therefore, appears to extend 

previous observations of the happiness advantage in preattentive processing of human faces to 

that in speech prosody and song. Borrowing from the discussion on the underlying mechanisms 

of the happiness advantage in the face domain, two factors can be considered: the emotional 

content of expressions (i.e., emotional salience) and the physical perceptual properties of the 

expressions conveyed through the auditory primes (i.e., perceptual salience). With respect to 

the emotional salience account, the happiness advantage arisen from implicit processing seems 

to be at odds with the adaptive biological account, where a threat-detection advantage is 

postulated. From a biological point of view, protection and survival must be safeguarded prior 

to attending to benefit and pleasure (Neuberg et al., 2011; Tooby & Cosmides, 1990). 

Accordingly, the processing of expressions signalling potential harm (e.g., either as direct 
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threat for the perceiver such as anger; or in various indirect ways such as fear and sadness) are 

thought to be prioritised over expressions signalling potential benefit (e.g., happiness). A 

number of studies have provided supporting evidence for this prioritisation (Dolan et al., 2001; 

Eastwood et al., 2001; Fox et al., 2000; Krysko & Rutherford, 2009; Öhman et al., 2001). The 

emotional salience account, therefore, appears an unlikely explanation for the happiness 

advantage outlined by the current data. 

In terms of perceptual salience, the distinctiveness of specific facial features is thought 

to be responsible for facilitating initial orientation during preattentive search processes in the 

human face domain (Calvo et al., 2008; Calvo & Nummenmaa, 2008; Frischen et al., 2008; 

Nummenmaa & Calvo, 2015). For instance, a smile with teeth showing in a happy face 

introduces a high luminance contrast, which may produce a detection advantage (Frischen et 

al., 2008). This is plausible as studies employing schematic line drawings of faces to control 

for perceptual variance across realistic photographs have tended to not find the happiness 

advantage (Eastwood et al., 2001; Fox et al., 2000; Öhman et al., 2001). In addition, the 

detection advantage of happiness remained the same when the photographs were displayed in 

the upright and inverted positions (Calvo et al., 2008), further supporting the beneficial role of 

specific features. Accordingly, the privileged cross-modal priming of happiness may be 

attributed to specific acoustic cues characterising this emotion in the present study. Among the 

large number of acoustic features that have been studied, four parameters have emerged as 

important candidates subserving listeners’ ratings of emotional expressions in speech and 

music: speech rate/tempo, voice intensity/sound level, voice quality/timbre and fundamental 

frequency (F0)/pitch (Juslin, 1997, 2000; Juslin & Laukka, 2003; Lieberman & Michaels, 1962; 

Pralus et al., 2019; Scherer & Oshinsky, 1977). With respect to these acoustic cues, the 

intensity and duration of the auditory stimuli used in the present study were normalised. In 

addition, the mean fundamental frequency (F0) and the mean F0 excursion size did not differ 
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between emotions within the present speech and song stimulus sets (see Section 3.2.3.1). In 

spite of the subtle differences between emotions across these acoustic features, the processing 

advantage for happiness was nonetheless revealed, suggesting that the contribution of specific 

acoustic features may be unlikely. To this end, it should be considered that emotional 

information in the voice is transmitted via multiple acoustic features (Banse & Scherer, 1996; 

Pralus et al., 2019; Sobin & Alpert, 1999). fMRI studies have shown that emotional acoustic 

information is integrated in regions within the right mid superior temporal gyrus (STG), to 

form an emotional gestalt prior to higher order cognitive processing (Fecteau et al., 2007; 

Schirmer & Kotz, 2006). Furthermore, it has been illustrated that hemodynamic responses to 

emotional information during passive listening was driven by a combination of acoustic 

features, whereby none of the parameters alone could explain the responsiveness of this brain 

region (Wiethoff et al., 2008). Taken together, these findings give rise to the emotion-specific 

patterns derived from multiple acoustic cues in conjunction that determine expression 

distinctiveness, rather than single distinctive acoustic features per se. 

On this note, the distinctiveness of happy speech prosody and song could have been 

resulted from the general underrepresentation of positive emotions in the present study. As 

mentioned previously, the potential ambiguity between anger, fear, and sadness as belonging 

to the same valence may have led to a “leakage effect”, inhibiting priming effects to be 

observed (Carroll & Young, 2005; Eerola & Vuoskoski, 2011). Thus, the questions of whether 

expression distinctiveness is responsible for different degrees of cross-modal emotion priming, 

as well as what contributes to this distinctiveness of auditory expressions are yet to be 

addressed in future research. As noted earlier, the happiness advantage was less clear for 

prosodic than sung primes. Given that emotion intensity plays an important role in vocal 

emotion recognition (Juslin & Laukka, 2001), it is speculated that priming of happy prosody 

may have been attenuated due to its lower intensity ratings obtained from the validation process 
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compared to other emotions (see Section 3.2.3.3). More importantly, since speech and song are 

considered overlapping forms of vocal expression and share similar acoustic features (Atmaja 

& Akagi, 2020; K. R. Scherer et al., 2015; B. Zhang, Essl, et al., 2015; B. Zhang, Provost, 

Swedberg, Essi, et al., 2015), future research should compare the constituents of the happy 

expression between the two domains that contributes to stronger cross-modal emotion priming. 

Importantly, there was no evidence of any difference between the ASD and NT groups 

in the magnitude of implicit emotion priming across emotions in the different prime-target 

conditions, though with one exception where the ASD group showed larger emotion priming 

of scared prosody on human faces relative to the NT group. These findings, thus, provide novel 

evidence for the absence of emotion-specific (nor emotion-general) impairments in the implicit 

emotion priming of prosody and song in autistic individuals. 

4.4.5. Limitations 

An important limitation of the present study is the uneven proportion of trials 

representing congruent versus incongruent prime-target relations. As an exploratory 

investigation of the role of specific emotion from multiple categories, the present study paired 

each emotional prime with targets expressing the four emotions of interest in turn. This resulted 

in each emotional prime being paired with a target of a congruent emotion once (e.g., angry-

angry) but an incongruent emotion thrice (e.g., angry-scared, angry-happy, angry-sad). Thus, 

congruent prime-target pairs occurred at 25% while incongruent prime-target pairs occurred at 

75% of the time throughout the experiment. The disproportionately lower occurrence of 

congruent trials could have reduced affective priming effects, as observed in previous priming 

studies (Klauer et al., 1997; Spruyt et al., 2007). It has been proposed that in incongruent trials, 

automatic stimulus-response route causes interference and becomes suppressed in the 

following trial, which may in turn leads to reduced facilitation in the subsequent congruent 

trials (Kornblum et al., 1990; Kunde, 2003). Such effects may, thus, become particularly 
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problematic as the proportion of incongruent trials increases. One might suspect that the lack 

of priming effects observed for face-like object targets in the present study might have resulted 

from this manipulation. Priming effects were, nonetheless, found for face targets, suggesting 

the effects of congruence proportion could not be the sole explanation for this suspicion. It 

would be worthwhile for future studies to vary congruence proportions to examine the 

replicability of the present findings, specifically, to scrutinise whether the lack of group 

differences was limited by reduced overall priming effects in the NT group. 

Despite all participants performing at above chance level across prime-target 

conditions, variability in the accuracy dataset was, nonetheless, noted. Outliers were 

particularly observed for object targets when primed by incongruent prosody and song. One 

may suspect poor recognition of object targets regardless of prime type is related to poor 

baseline performance (i.e., in the absence of priming). As demonstrated in Chapter 3 (Section 

3.2.7), all participants scored above chance level in the simple emotion recognition task across 

stimulus types including objects. Moreover, this suspicion seems unlikely when cross-checking 

the baseline performance (data from Chapter 3) of the outlier scorers in the present study, who 

had all scored well at baseline (> 67%). Alternatively, the variability of data may be explained 

by interference effects of incongruent primes occurred for these participants, resulting in poor 

emotion recognition of the object targets – though it is unclear why this might have been the 

case for some participants. If indeed variability reflects interference effects of incongruent 

primes, priming effects measured for these participants would have been exacerbated, due to a 

larger congruency difference score. Nonetheless, a lack of priming effects on objects was 

observed across groups (Section 4.3.1.1), while the reverse would have been expected due to 

the exacerbated congruency difference score. This suggests the potential influence of data 

variability on the overall results may have been minimal.  
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The finding of larger priming effects in the ASD group relative to the NT group when 

faces were primed by prosody that conveyed fear was unexpected. On one hand, this finding 

may be interpreted in line with Sahuquillo-Leal et al. (2022), which found an atypical 

heightened sensitivity towards threat (i.e., revealed by the percentage of first fixations) in the 

ASD relative to the NT group during the processing of socio-emotional scenes. In essence, fear 

may be implicitly preactivated to a greater extent, and hence an increased facilitation of 

subsequent emotional judgment, in autistic compared to NT individuals in the present study. 

This interpretation, however, cannot account for the comparable priming observed for song 

conveying fear between the two groups. An alternative explanation may be that possible 

differences in the mechanisms may underlie the implicit processing of prosody between the 

ASD and NT groups. As shown in Section 3.2.4.1, although nonsignificant, fear had a relatively 

small size of pitch excursions compared to other emotions within the current set of prosody 

stimuli. Moreover, fear was the only emotion that differed in the size of pitch excursions 

between the present prosody and song stimulus sets – specifically, fear had a significantly 

smaller pitch excursion size for prosody than song stimuli. If pitch indeed plays a critical role 

in typical implicit emotion processing (L. Zhou et al., 2019), it is not surprising that the NT 

group showed weaker priming of prosody conveying fear (compared to happiness). This gives 

rise to the possibility that autistic individuals may rely on alternative acoustic cues than pitch 

during implicit emotion processing, as a result of compensation. The reliance on alternative 

cues may not have limited implicit processing of fear in prosody in autistic individuals even 

though pitch information is less salient, resulting in the observed group difference. As outlined 

in Section 1.2.1.1, an important objective to evaluate emotion processing at the implicit level 

in addition to the explicit level is to overcome influences of compensation, which may not have 

been achieved according to this hypothesis. The possible effects of compensation may have 

undermined differences to be observed between the ASD and NT groups in the present study, 
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which may further explain why the present study did not show atypical implicit emotion 

processing as did previous neurophysiological studies (Fan & Cheng, 2014; Lindström et al., 

2018). Future studies should incorporate neuroimaging methods to quantify the effects of 

compensation on implicit emotion processing more precisely, which will be informative in 

determining how differences in processing strategies lead to optimal behavioural performance 

in ASD. 

4.4.6. Chapter summary 

In summary, the present study found no differences in implicit emotion priming 

between autistic individuals relative to NT individuals as assessed on a cross-modal affective 

task, which is true for different types of auditory primes (i.e., speech prosody and song) and 

visual targets (i.e., human faces and face-like objects). Despite this, the two groups appeared 

to show different developmental patterns in implicit emotion processing across the auditory 

domains. Specifically, speech prosody but not song implicitly primed emotional judgment in 

human faces in NT individuals across development. This speech-orienting tendency during 

implicit emotion priming, however, appeared to decline with age in autistic individuals. 

Regardless of diagnostic group, priming was not observed between pairs of stimuli that had a 

low co-occurrence in the environment (i.e., song-object and prosody-object). Notably, cross-

modal affective priming was found to be stronger in children compared to adults. This was 

possibly due to greater inhibitory control exerting over task-irrelevant information, and thus 

the influence of auditory primes may have been attenuated in adults. Despite the lower 

susceptibility to auditory interference in adults, priming was nevertheless observed for prosody 

in NT adults and for song in adults with ASD, further reinforcing the divergent preference 

during implicit emotion processing between the two groups. Interestingly, a priming advantage 

for happiness was observed across all participants, where the claims of emotion-specific 

impairments in ASD were not supported by the current data on implicit emotion processing. 
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Overall, it appears that cross-modal interactions may become more fine-tuned for interpersonal 

events (i.e., prosody-face) in emotional communication during development in NT, as shown 

by the greater tendency to orient to spoken over sung cues. Conversely, in line with the social 

motivation theory, the lack of speech-orientation during interpersonal events may underlie 

difficulties with social communication in ASD, particularly in situations where facial 

expressions are used to mask felt emotions which are available through the prosodic 

expressions. Altogether, these results outline the importance of the delicate weighting between 

speech- versus song-oriention at an early stage of emotion processing. 
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Chapter 5: Potential correlates of emotion processing in ASD and NT 

This chapter aims to address a couple of discussion points raised in Chapter 3 (Section 

3.4.2) with regards to whether individuals with autism spectrum disorder (ASD) and 

neurotypical (NT) individuals employ similar or different strategies for emotion processing 

across communicative domains, as well as issues discussed in Chapter 2 (Section 2.4.5) with 

regards to insufficient research considering the moderating effect of alexithymia on emotion 

processing. As an attempt to address these, this chapter examines the association between a 

number of potential correlates and emotion processing in ASD and typical development. These 

include (a) cognitive processing style, (b) musical training, musical perception abilities, and 

pitch perception abilities, and (c) autistic and alexithymic traits.  

5.1. Introduction 

In Chapter 3, the results showed that individuals with autism spectrum disorder (ASD) 

were able to recognise emotions from prototypical expressions as accurately as neurotypical 

(NT) individuals across different communicative domains; this was, however, accomplished 

with extended processing time. In addition, differences in the response patterns between the 

two groups were observed for human faces and face-like objects. In line with previous studies 

(Hobson et al., 1988; Tang et al., 2019; Weeks & Hobson, 1987; see also Harms et al., 2010 

for a review), these findings highlight that although autistic individuals may show intact 

emotion recognition to some extent, there may still be differences in the underlying nature of 

these processes contributing to the different processing speed and response patterns observed 

between the two groups. Emotion processing encompasses sequential stages of extracting and 

integrating relevant features of emotional expressions, prior to deriving the emotional meaning 

of these expressions (Adolphs, 2002; Belin et al., 2004; Pell & Kotz, 2011; Schirmer & Kotz, 

2006). It is, therefore, important to explore potential correlates of the proficiency in extracting 
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these relevant properties and how they may differ between autistic and NT individuals. Such 

investigation will help us heighten understanding of the way autistic individuals process 

emotions, as well as the strengths and weaknesses that accompany successful recognition under 

various circumstances. 

5.1.1. Cognitive processing style and visual emotion processing 

As discussed in Chapter 3, the lack of efficiency in the decoding of emotional 

information coupled with different response patterns with human faces and face-like objects 

may be related to the use of alternative strategies to process these stimuli in autistic individuals. 

Previous literature has shown that whereas NT individuals typically employ global, configural-

based strategy to process emotional faces, autistic individuals tend to use local, feature-based 

strategy to do so (Deruelle et al., 2004; Doi et al., 2013; Isomura, Ogawa, et al., 2014; Kätsyri 

et al., 2008; Pelphrey et al., 2002; Riby & Hancock, 2009; see Harms et al., 2010 for a detailed 

discussion). Because typical facial emotion recognition entails global processing, the findings 

revealed in Chapter 3 may be attributed to the peculiar perceptual processing strategy referred 

to as weak central coherence (WCC; Frith, 1989; Frith & Happé, 1994) or enhanced perceptual 

functioning (Mottron et al., 2006) in ASD. These two theoretical accounts, while not explicitly 

attempting to explain emotion recognition difficulties, proposed that the local, detail-focused 

processing style is a characteristic of ASD (Happé & Frith, 2006; Mottron et al., 2006). The 

two accounts, however, differ in their emphasis. The WCC account posits that the local 

processing style results from reduced top-down influences on global processing which 

undermines the integration of component parts into a coherent whole (U. Frith, 1989; U. Frith 

& Happé, 1994). In contrast, the EPF account suggests this local processing style results from 

overly enhanced low-level perception of local details, while global processing is intact but 

more optional in ASD (Mottron et al., 2006); the accelerated low-level perception, together 
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with atypical relations between low and high levels of processing, may interrupt the processing 

of complex materials (Minshew et al., 1997). 

Although facial emotion recognition impairments have previously been discussed in 

the context of local processing bias in ASD (Deruelle et al., 2004; Kätsyri et al., 2008; Pelphrey 

et al., 2002), only a limited number of studies have directly investigated whether facial emotion 

recognition was related to the more general perceptual processing style in ASD. In support of 

this hypothesis, Gross (2005) found that in comparison to NT children, children with ASD had 

greater difficulty recognising facial expressions of emotions, which was coupled with lower 

engagement in global processing on a global-local task. Across groups, and in children with 

ASD particularly, lower engagement in global processing was associated with lower accuracy 

in recognising emotional expressions in human and canine faces (Gross, 2005). These findings, 

thus, demonstrated a relationship between cognitive processing style and facial emotion 

recognition, where poorer facial emotion recognition may be explained by the tendency for 

local processing style in children with ASD. In another study by Oerlemans et al. (2013), 

although an association between local processing style and poorer facial emotion recognition 

was noted in the ASD proband group, it was not observed in the sibling group nor the NT 

group. Moreover, while children and adolescents with ASD showed impaired facial emotion 

recognition, this was coupled with an absence of group difference in local processing style 

(Oerlemans et al., 2013). Thus, despite the within-group association, impaired facial emotion 

recognition could not be attributed to differences in cognitive processing style. Crucially, 

correlations between performance by ASD probands and their siblings revealed that the two 

groups resembled each other significantly on facial emotion recognition but not local 

processing style (Oerlemans et al., 2013). The authors concluded that local processing style 

and social cognition (encompassing face processing and facial and prosodic emotion 

recognition) may be relatively dissociable cognitive constructs, given that local processing 
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performance did not differ between groups and that it appeared not to be familial (Oerlemans 

et al., 2013). Taken together with these sparse and disparate findings, the relationship between 

cognitive processing style and facial emotion recognition in ASD remains unclear and more 

empirical evidence is needed in order to test this hypothesis.  

Notably, these two studies examining the association between cognitive processing 

style and facial emotion recognition in ASD employed global-local tasks that measured 

different aspects of cognitive processing style. In Gross (2005), participants were presented 

with target stimuli consisting of a shape or a form made up of smaller objects (e.g., a star shape 

made from pennies) and then selected one of the three photographs that resembled the target 

stimulus the most: (a) an object conserving the configuration of the target (e.g., a star) 

representing a global response, (b) objects conserving the components of the target (e.g., 

pennies) representing a local response, (c) an object dissimilar to the target (e.g., a plastic fork) 

representing an unrelated response. The measurement of interest was the endorsement of global 

responses, which indicated participants’ sensitivity to global processing on this task. In 

Oerlemans et al. (2013), participants were presented a target pattern of 3 red and 6 white 

squares in a 3 ´ 3 matrix and then detected this pattern in one of the four response options. 

Among these response options, the distractor patterns looked either (a) very similar to the target 

pattern where a correct/fast detection represented a local processing style or (b) very dissimilar 

to the target pattern where a correct/fast detection represented a global processing style. The 

measurement of interest was the difference between similar and dissimilar trials, with a larger 

difference representing a more local processing style on this task, which indicated participants’ 

sensitivity to local processing. Based on these findings, it appears that sensitivity to global 

information (i.e., global advantage), as opposed to sensitivity to local information, may be a 

more sensitive measure that characterises differences in processing style between autistic and 

NT individuals and in demonstrating its relationship with facial emotion recognition. Another 
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important measure that has also been shown to characterise differences in processing style 

between autistic and NT individuals is the tendency to be interfered by incongruent local details 

when processing global information, referred to as the local-to-global interference (Guy et al., 

2019; Rinehart et al., 2000; L. Wang et al., 2007). The association between local-to-global 

interference and facial emotion recognition, however, has not been previously studied. The use 

of both measures, namely global advantage and local-to-global interference as potential 

correlates in the present study will shed light on whether slower and less efficient facial 

emotion recognition in ASD is related to the slower processing of global information that is 

not due to interference by local details (i.e., a lack of global advantage) and/or disrupted 

processing of global information due to interference by local details (i.e., higher susceptibility 

to local-to-global interference). 

5.1.2. Musical training, musical perception abilities, pitch perception abilities, and 

auditory emotion processing 

In Chapter 3, similar misattribution patterns were found between autistic and NT 

individuals when recognising emotions from speech prosody and song, indicating that the two 

groups may employ similar mechanisms to recognise emotions within the auditory modality. 

Despite this, slower and less efficient emotion recognition from speech prosody and song was 

also noted in ASD. The processing strategies employed by autistic individuals for auditory 

emotion processing have been less explored, and importantly, whether these strategies differ 

from those used by NT individuals is not well-known. A number of potential correlates of 

auditory emotion processing as demonstrated in previous research are, therefore, of particular 

interest, including musical training, musical perception abilities, and pitch perception abilities. 

There is compelling evidence not only for the positive association between years of 

musical training and emotion recognition in music (Castro & Lima, 2014; Lima & Castro, 

2011a; Livingstone et al., 2010), but also for the positive effects of musical training (i.e., 
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comparisons between musicians vs. nonmusicians) on emotion recognition in speech prosody 

(Correia et al., 2020; Farmer et al., 2020; Lima & Castro, 2011b; W. F. Thompson et al., 2004; 

see Martins et al., 2021 for a review). Beyond the effects of musical training, naturally good 

musical abilities have also been found to be related to better emotion recognition of nonverbal 

vocalisations (e.g., laughter, crying) and speech prosody (Correia et al., 2020). For example, a 

positive association was found between musical perception abilities (i.e., an aggregated 

variable comprising measures of musical beat perception, pitch discrimination, and duration 

discrimination) and prosodic emotion recognition across participants, even when musical 

training was held constant (Correia et al., 2020). Notably, these positive effects of musical 

training and perception abilities on explicit emotion recognition appear to generalise across 

auditory domains, which is not surprising given their intricate overlap in the use of acoustic 

cues to convey emotion (Arbib, 2013; Juslin & Laukka, 2003; Patel, 2010). The association of 

musical training and perception abilities with implicit emotion processing across auditory 

domains are, however, less well-known, with a previous study showing that musical training 

does not seem to facilitate affective priming of musical stimuli (Steinbeis & Koelsch, 2011). 

This may indicate that the beneficial role of musical training on the explicit level of emotion 

processing may not extend to that on the implicit level. 

Only one study to date has investigated the effects of musical training on auditory 

emotion recognition in autistic individuals (Quintin et al., 2011). It was found that musicianship 

was not a significant predictor of emotion recognition in instrumental musical excerpts, both 

across and within the ASD and NT groups (Quintin et al., 2011). However, the null finding 

might be due to the classification of musician versus non-musician groups, which was 

determined by whether participants had received at least two years of musical training. This 

classification appears to be a relatively low requirement compared with other studies 

investigating the effects of musical training (e.g., ≥ 13 years; Marques et al., 2007; Parbery-
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Clark et al., 2009; Schön et al., 2004; W. F. Thompson et al., 2004). The effects of musical 

training and musical perception abilities on explicit emotion recognition in the speech prosody 

and vocal music domains, as well as implicit emotion processing across domains, have not yet 

been examined in ASD. Therefore, it would be worthy to further explore the relationships 

between musical training, musical perception abilities, and emotion processing of speech, as 

well as song, across implicit and explicit levels to gain better understanding of the underlying 

nature of auditory emotion processing not only in ASD, but also in typical development.  

The cross-domain benefits of musical training and effects of musical perception ability 

on auditory emotion recognition skills may be a consequence of enhancements in aspects of 

low-level auditory perception (Kannyo & DeLong, 2011; Kraus & Chandrasekaran, 2010; 

Mankel et al., 2020; Pinheiro et al., 2015). Learning music has been found to gradually improve 

the perception of pitch (Besson et al., 2007; Magne et al., 2006; Marques et al., 2007; Micheyl 

et al., 2006; Moreno et al., 2009; Schön et al., 2004). Various features can be extracted from 

the pitch contour, such as slope, standard deviation, mean, and range, which serve as important 

cues for deducing emotional meaning from expressions in speech prosody and instrumental 

and vocal music (Hakanpää et al., 2019b; Hammerschmidt & Jürgens, 2007; Juslin & Laukka, 

2003; Monnot et al., 2003). Thus, in order to successfully differentiate between emotional 

expressions in these domains, the ability to distinguish between high versus low and rising 

versus falling pitches is thought to be essential, which involves the recognition of large, as well 

as small, pitch fluctuations (Breitenstein et al., 2001; Lieberman & Michaels, 1962). It is, 

therefore, not surprising that pitch perception abilities have been found to be related to emotion 

recognition across auditory domains (Globerson et al., 2013, 2015; Gosselin et al., 2015; Lima 

et al., 2016).  

The literature on pitch processing abilities in autistic individuals has been mixed, with 

previous studies showing enhanced pitch processing (Bonnel et al., 2003, 2010; Heaton, 2003; 
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Jiang et al., 2015), specifically in a subset of the ASD group (Heaton, Williams, et al., 2008; 

Jones et al., 2009), intact pitch processing (Altgassen et al., 2005; Chowdhury et al., 2017; 

Germain et al., 2019; Globerson et al., 2015; Jones et al., 2009; Schelinski & von Kriegstein, 

2019), and impaired pitch processing (Bhatara, Babikian, et al., 2013; Jiang et al., 2015; Kargas 

et al., 2015; Schelinski & von Kriegstein, 2019; Sota et al., 2018). Furthermore, previous 

studies examining the relationship between pitch discrimination abilities and prosodic emotion 

recognition have also yielded inconsistent findings. In a previous study by Globerson et al. 

(2015), autistic individuals showed intact pitch discrimination and naming abilities for high-

low judgment of non-vocal pitches, which were strongly associated with emotional prosody 

recognition. This association was, in fact, more pronounced in the ASD group compared to the 

NT group, suggesting that auditory perception abilities play a significant role in emotional 

prosody recognition in ASD (Globerson et al., 2015). By contrast, Schelinski & von Kriegstein 

(2019) found impaired pitch discrimination and naming for high-low judgment of vocal pitches 

in autistic individuals. Moreover, whereas emotional prosody recognition was correlated with 

vocal pitch perception abilities in NT individuals, no such correlation was observed in autistic 

individuals (Schelinski & von Kriegstein, 2019). It was postulated that vocal pitch information 

was perhaps not available for prosodic emotion recognition in autistic individuals to the same 

extent as it was in NT individuals (Schelinski & von Kriegstein, 2019). Research in this area 

remains scarce and the discrepant findings regarding the association between pitch perception 

and prosodic emotion recognition are not surprising, since pitch processing abilities in ASD 

appear to vary widely across studies. To my knowledge, no previous studies have investigated 

the association between pitch processing ability and explicit emotion recognition of song, as 

well as implicit emotion processing of speech prosody and song in both ASD and typical 

development.  
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The present study, thus, sought to explore whether and how musical training, musical 

perception abilities, and pitch perception abilities relate to auditory emotion processing across 

stimulus domains and levels of processing in autistic and NT individuals. It is also hoped that 

the investigation of these correlates will complement the findings observed in Chapter 3, for 

instance, through exploring whether comparable emotion recognition accuracy and response 

patterns, yet with slower speed, in the ASD group relative to the NT group is related to 

similarities or differences in auditory-related skills between the two groups. 

5.1.3. Alexithymic traits, autistc traits, and emotion processing 

As outlined in Chapter 1 (Section 1.3.3), previous research has debated whether 

impairments in emotion recognition is integral to ASD. Bird and Cook (2013) suggested that 

upon the strikingly inconsistent findings in the literature, two subgroups may be identified 

among the ASD population: one showing emotion recognition impairments with an ASD 

diagnosis, and the other showing no emotion recognition impairments but with an ASD 

diagnosis. Given that alexithymia can also be found in the NT population (Gündel et al., 2004; 

Jessimer & Markham, 1997; Prkachin et al., 2009), emotion recognition impairments in the 

former subgroup have been proposed to be a consequence of co-occurring alexithymia, rather 

than ASD per se (Bird & Cook, 2013).  

Alexithymia, defined by a reduced ability to identify and describe one’s own emotions, 

has been found to result in an impaired ability to recognise others’ emotions (Connelly & 

Denney, 2007; Nemiah & Sifneos, 1970; Poquérusse et al., 2018; Suslow & Donges, 2017; G. 

J. Taylor & Bagby, 2000). Given its high incidence in ASD with a prevalence rate of 

approximately 50% (Berthoz & Hill, 2005; Milosavljevic et al., 2016), alexithymia has been 

brought into the scientific discussion as a plausible explanation for why some autistic 

individuals have difficulty with emotion recognition, while others perform at typical levels 

(Bird & Cook, 2013; see Sivathasan et al., 2020 for a recent review). Thus, this theory, while 
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remaining controversial, provides an alternative perspective on why the literature reports 

highly conflicting results. 

Several studies have investigated emotion recognition in autistic and NT individuals 

with varying degrees of alexithymia (Allen et al., 2013; Cook et al., 2013; Heaton et al., 2012; 

Keating et al., 2021). While a number of studies have identified alexithymia as accountable for 

impairments in emotion recognition across facial, vocal, and musical domains in ASD (Allen 

et al., 2013; Cook et al., 2013; Heaton et al., 2012; Ketelaars et al., 2016; Milosavljevic et al., 

2016; Ola & Gullon-Scott, 2020), there is also evidence suggesting alexithymia could not 

account for emotion recognition impairments in ASD (Keating et al., 2021; Kliemann et al., 

2013). Being a transdiagnostic factor, it has been recommended that alexithymia should be 

considered within psychological research, in order to reduce the conflation of behaviours 

caused by alexithymia and ASD (Hickman, 2019). One of the aims of the present study was, 

therefore, to examine the relationship between alexithymia and emotion processing across 

individuals with and without ASD. In particular, whether co-occurring alexithymia is related 

to explicit emotion recognition (which was found to be slower and less efficient in the ASD 

group in Chapter 3) but not implicit emotion priming (which was found to be largely intact in 

the ASD group in Chapter 4) will be examined. 

In addition to examining the potential contribution of alexithymia to emotion 

processing, the present study evaluated the association between severity of ASD (i.e., autistic 

traits) and emotion processing. As noted earlier, the ability to recognise emotions seems to vary 

substantially among individuals with an ASD diagnosis (Bird & Cook, 2013). Since autism is 

known as a spectrum disorder, it is possible that the presence or the degree of impairment in 

emotion recognition may be influenced by the divergent symptomatology at the individual 

level within this group (Happé et al., 2006). Like alexithymia, behaviours associated with ASD 

can also be found in the NT population (Grinter et al., 2009; Ingersoll, 2010), where milder 
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versions of the traits typical of autism are more common among NT individuals (Baron-Cohen 

et al., 2001; Ruzich et al., 2015). Previous research has demonstrated the effects of autistic 

traits on emotion recognition, with higher autistic traits being associated with poorer emotion 

recognition within and across the ASD and NT populations (McKenzie et al., 2018; Poljac, 

Poljac, & Wagemans, 2013; Wallace et al., 2011; see Trevisan & Birmingham, 2016 for a 

review). Thus, impairments in emotion recognition could be driven by the higher autistic traits 

among autistic individuals. The inclusion of this additional construct will help to elucidate 

whether emotion processing is better explained by severity of ASD or co-occurring 

alexithymia.  

5.1.4. The present study 

The present study sought to expand the lens in order to consider several potential 

correlates and other, possibly unnoticed, variables that may influence emotion processing 

across visual and auditory modalities in ASD and NT (as investigated in Chapters 3 and 4). 

Through examining these correlates, the present study aims to address the following specific 

research questions: 

1. Is there a relationship between cognitive processing style (indexed by global advantage and 

local-to-global interference) and emotion recognition of human faces and face-like objects 

in ASD and NT groups? Specifically, could differences in emotion recognition of these 

stimuli be explained by differences in cognitive processing style between the two groups? 

2. Is there a relationship between years of musical training, musical perception abilities, pitch 

perception abilities, and emotion recognition and priming of speech prosody and song in 

ASD and NT groups? Specifically, could similarities/differences in emotion recognition of 

these stimuli between the two groups be explained by these variables? 
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3. Are alexithymia and autistic traits important predictors of emotion recognition and 

priming? Specifically, could atypicalities in emotion processing in ASD be attributed to 

co-occurring alexithymia? 

First, the relationship between visual emotion recognition of human faces and face-like 

objects and cognitive processing style was examined. As discussed earlier, aside from the 

global advantage measure, the association between local-to-global interference and visual 

emotion recognition in ASD relative to typical development is not well-known. It is anticipated 

that a global processing style (i.e., more global advantage and lower local-to-global 

interference) will be associated with better emotion recognition of human faces and face-like 

objects, given the importance of global, configural-based strategy for processing these stimuli 

(Ichikawa et al., 2011; Leder & Carbon, 2006). Because global processing appears to take 

longer and require more effort in autistic compared to NT individuals (Van der Hallen et al., 

2015), it is anticipated that the more effortful global processing will be associated with poorer 

emotion recognition of human faces and face-like objects in autistic individuals.  

Secondly, the relationship between emotion recognition and priming of speech prosody 

and song and the variables relating to auditory-related skills was examined. These included 

years of musical training, musical perception abilities, and pitch perception abilities. Given that 

autistic and NT participants appeared to draw on similar auditory-related mechanisms (as 

demonstrated by their comparable misattribution patterns in Chapter 3), it is hypothesised that 

more musical training and better musical and pitch perception abilities will be associated with 

better emotion recognition of speech and song in both the ASD and NT groups. Drawing on 

previous evidence reporting impaired affective priming of musical chords in individuals with 

congenital amusia – a condition defined by impaired musical and pitch perception (L. Zhou et 

al., 2019), it is hypothesised that more musical training and better musical and pitch perception 
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abilities will also be associated with stronger emotional priming of speech and song in both the 

ASD and NT groups. 

Finally, the contribution of alexithymic and autistic traits to overall emotion recognition 

and priming was examined. Based on previous literature as discussed in Section 5.1.3, it is 

hypothesised that while both alexithymic and autistic traits will predict emotion recognition 

and priming. That is, higher alexithymic and autistic traits will be associated with poorer 

emotion recognition and weaker emotional priming. In accordance with the alexithymia 

hypothesis (Bird & Cook, 2013; Cook et al., 2013), the predictive power of alexithymic traits 

will be over and above that of autistic traits, giving rise to the hypothesis of poorer emotion 

processing in ASD being explained by co-occurring alexithymia. 

5.2. Methods 

5.2.1. Participants 

The same participants who took part in the emotion recognition and priming 

experiments also completed a battery of background tasks critical for the investigation of 

potential correlates of emotion processing in this chapter. This includes 76 native English 

speakers, with 38 participants with ASD and 38 NT participants matched on chronological age, 

gender, receptive vocabulary (ROWPVT-4; Martin & Brownell, 2011), and nonverbal 

reasoning ability (RSPM; Raven, 1983) (see Section 3.2.1 for full details of participant 

recruitment, eligibility, and demographics).  

5.2.2. Design 

This study used a correlational design to address the proposed research questions. To 

address the first research question, variables including the global advantage effect and the 

local-to-global interference effect measured on the Navon task as an index of cognitive 

processing style were correlated with performance accuracy, response time (RT), and 
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efficiency for human faces and face-like objects measured on the emotion recognition task in 

Chapter 3. The Navon’s classical paradigm (Navon, 1977) was used as it enables both aspects 

of cognitive processing style to be assessed. Under this paradigm, participants are presented 

with compound stimuli (i.e., large letters made up of smaller letters) that consist of congruent 

or incongruent information across local and global levels. Participants are then asked to detect 

targets at either the local or global level, while ignoring the other level. The global advantage 

(i.e., when reactions to global targets are faster than reactions to local targets) and local-to-

global interference (i.e., when reactions to global targets are slowed down due to interfering 

local targets) can both, therefore, be assessed on this task (see Pletzer et al., 2014; L. Wang et 

al., 2007). 

Regarding the second research question, variables including years of musical training, 

global score measured on the Montreal Battery Evaluation of Amusia (MBEA; for adult 

participants) or the Montreal Battery of Evaluation of Musical Abilities (MBEMA; for 

child/adolescent participants) as an index of musical perception ability, and pitch direction 

discrimination threshold as an index of pitch perception ability were correlated with 

performance accuracy, RT, and efficiency for speech prosody and song measured on the 

emotion recognition task in Chapter 3 and congruency mean accuracy, RT, and efficiency 

difference score for speech prosody and song as an index of priming effects on the cross-modal 

affective priming task in Chapter 4. In terms of pitch perception abilities, while previous studies 

examining the relationship of pitch perception abilities and prosodic emotion recognition in 

ASD employed pitch discrimination naming tasks that targeted high-low judgment of discrete 

pitches (Globerson et al., 2015; Schelinski & von Kriegstein, 2019), the present study assessed 

participants’ pitch discrimination naming abilities for ascending-descending judgment of 

gliding pitches, given that emotional connotation can vary depending on rising versus falling 

pitch contours (Bänziger & Scherer, 2005; Kalinli, 2016; Nwe et al., 2003). 
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In response to the third research question, the independent variables were scores on the 

20-Item Toronto Alexithymia Scale (TAS-20) and the Autism Spectrum Quotient (AQ) as 

indices of alexithymic and autistic traits, respectively. The dependent variables were overall 

performance accuracy, RT, and efficiency on the emotion recognition task in Chapter 3 and 

congruency mean accuracy, RT, and efficiency difference score across conditions as an index 

of overall priming effects on the cross-modal affective priming task in Chapter 4. 

5.2.3. Emotion measures 

5.2.3.1. Emotion recognition  

The emotion recognition task assessed participants’ recognition of four basic emotions 

(angry, scared, happy, and sad) across four stimulus types (human face, face-like objects, 

speech prosody, and song) – see Section 3.2.3 for full details on stimulus development and 

validation. There was a total of 320 trials blocked by stimulus type, with 32 trials in the song, 

32 in the prosody, 128 in the face, and 128 in the face-like object conditions. Two versions of 

pseudo-randomisation were adopted and counterbalanced between participants, with each 

stimulus presenting twice in the experiment. Two practice trials preceded the start of each 

condition. On each trial, an auditory stimulus (prosody or song) or a visual stimulus (face or 

face-like object) was presented through the headphones and on the screen in front, respectively. 

Participants were instructed to decide as quickly and accurately as possible which of the four 

emotion labels (angry, scared, happy, or sad) best described the emotion presented in the 

stimulus. Responses were made by pressing the corresponding key of the chosen emotion on 

the respond pad. There were no limits to response times and no feedback was given regarding 

the accuracy of judgment in each trial. The presentation of the stimuli was terminated as soon 

as a response was made. Mean accuracy, mean response time (RT; RTs less than 150ms or 

more than 2.5 SD of the mean of each participant for each condition were excluded), and mean 
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speed-accuracy composite score (SACS; a composite measure with accuracy and RT combined 

denoting recognition efficiency) were computed for each participant by condition – see Section 

3.2.6 for full details of these calculations. 

5.2.3.2. Cross-modal affective priming 

The cross-modal affective priming task assessed participants’ emotion recognition in 

the visual targets (human faces or face-like objects) after hearing an emotionally congruent or 

incongruent auditory prime (speech prosody or song) following a short delay. The same set of 

stimuli from the emotion recognition task was used. Each auditory prime was paired with a 

visual target from each of the four emotion categories to create congruent (e.g., angry-angry) 

and incongruent (e.g., angry-scared, angry-happy, and angry-sad) prime-target pairs. This 

resulted in a total of 256 trials blocked by target type, with 16 congruent and 48 incongruent 

trials for each prime-target condition (song-face, song-object, prosody-face, and prosody-

object). Two versions of pseudo-randomisation were adopted and counterbalanced between 

participants – see full details of pseudo-randomisation process in Section 4.2.4. Four practice 

trials preceded the start of each block. On each trial, a visual target (face or face-like object) 

appeared on the screen 200ms following the onset of the auditory prime (prosody or song) 

presented through the headphones. Participants were instructed to decide as fast and accurately 

as possible the emotion label (angry, scared, happy, or sad) that best described the expression 

presented in the visual target. The target stimulus remained on the screen until a response was 

made on the response pad by pressing the corresponding key of the chosen emotion. The 

presentation of the auditory and visual stimuli terminated as soon as the participant responded. 

A congruency mean difference score for accuracy, RT (RTs less than 150ms or more than 2.5 

SD of the mean of each participant were excluded), and SACS were computed by prime type 

(i.e., a score for prosody and song, respectively) and across prime and target types (i.e., overall 
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score). Each congruency mean difference score represented the difference between 

performance on the congruent versus incongruent conditions, with a larger score indicating 

greater priming effects – see Section 4.2.5 for full details of these calculations. The congruency 

mean difference score for each performance index will be respectively referred to emotion 

priming accuracy, RT, and SACS hereafter for ease of reading. 

5.2.4. Cognitive measures 

5.2.4.1. Navon 

The Navon task assessed participants’ cognitive processing style (Navon, 1977) using 

PsychoPy (Peirce, 2007). Participants were presented with composite letters that comprised of 

small H or S characters embedded within large H or S characters. The embedded small 

characters were either congruent (e.g., small Hs within a large H) or incongruent (e.g., small 

Ss within a large H) with the large characters. During the global processing condition, 

participants were instructed to respond to the large letters; during the local processing 

condition, participants were instructed to respond to the small letters. Participants completed a 

total of 320 trials, with 160 per condition, of which 80 were congruent. Cognitive processing 

style was indexed by the global advantage and local-to-global interference. Global advantage 

was calculated by subtracting the RT to global judgment from the RT to local judgment on 

consistent trials [local consistent RT – global consistent RT]; a larger difference characterises 

a global advantage. The local-to-global interference was calculated by subtracting the RT to 

global judgment on inconsistent trials from consistent trials [global inconsistent RT – global 

consistent RT); a larger difference indicates a higher local-to-global interference as local 

information dominates over global information.  
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5.2.5. Auditory measures 

5.2.5.1. Musical background survey 

A musical background questionnaire was administered as part of the demographic 

questionnaire. Details about the type(s) of instrument studied (including voice) and the number 

of years of formal musical training for each instrument learnt were obtained. The years of 

formal musical training were then summed across all instruments (including voice) offline 

(Pfordresher & Halpern, 2013). 

5.2.5.2. The Montreal Battery of Evaluation of Amusia (MBEA) and The Montreal Battery of 

Evaluation of Musical Abilities (MBEMA)  

The Montreal Battery Evaluation of Amusia (MBEA) and the Montreal Battery of 

Evaluation of Musical Abilities (MBEMA; an adapted version of MBEA) were administered 

to adult and child/adolescent participants respectively to assess participants’ musical 

perception and memory (Peretz et al., 2003, 2013). MBEA comprised a total of six subtests, 

including contour, interval, scale, rhythm, meter, and memory. Each subtest consisted of 2 

practice trials (3 on the meter subtest) and 30 experimental trials. MBEMA comprised a total 

of five subtests, including contour, interval, scale, rhythm, and memory. Each subtest consisted 

of 2 practice trials and 20 experimental trials. In the first four subtests, participants were 

presented with pairs of identical or non-identical melodies with respect to their melodic or 

rhythmic organisation. Participants were instructed to classify whether the melodies within the 

pair sounded the same or different. In the meter subtest (specific to MBEA), participants were 

presented with the harmonised melodies, where the melodies were accompanied by chords to 

outline their binary or ternary structures. Participants were instructed to classify whether the 

melodies as either a march (i.e., duple meter) or a waltz (i.e., triple meter). In the memory 

recognition subtest, participants were presented half of the time with melodies which already 
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occurred in the previous subtests, and novel melodies the other half of the time. Participants 

were instructed to indicate for each melody whether they had heard it before during the 

previous subtests or whether it was new. A global score was calculated from the performance 

across all subtests as a measure of general musical perception ability.  

5.2.5.3. Pitch direction discrimination  

The pitch direction discrimination task was taken from previous studies (F. Liu et al., 

2010, 2012). On each trial, participants heard three gliding pitches, with two gliding in the 

same direction and the other gliding in the opposite direction. Each gliding pitch was 600ms in 

duration. Participants were required to identify the “odd-one-out” target of the three pitches, 

which always appeared in the first or final position of the sequence. An adaptive-tracking 

procedure with a two-down-one-up staircase method and a variable change in step size was 

used. Starting with six semitones as the excursion size of the first gliding tone, the step size 

decreased by one semitone, then by 0.1 semitone after four reversals and 0.02 semitones after 

eight reversals. The threshold was calculated as the mean excursion value of the target glide of 

the last six reversals, with a lower threshold (i.e., a score close to 0) indicating optimal 

performance (i.e., higher sensitivity to changes in pitch direction).  

5.2.6. Psychometric measures 

5.2.6.1. The 20-Item Toronto Alexithymia Scale (TAS-20) 

The 20-Item Toronto Alexithymia Scale (TAS-20; Bagby et al., 1994) was used as a 

measure of alexithymic traits in adult participants only, as its implementation in younger 

participants is not recommended (J. D. A. Parker et al., 2010). The TAS-20 consisted of three 

subscales: difficulties describing feelings, difficulty identifying feeling, externally oriented 

thinking (i.e., tendency to focus attention externally). This questionnaire comprised 20 items 
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that were rated using a 5-point Likert scale, with 1 representing strongly disagree and 5 

representing strongly agree. A score of ≤	51 is considered indicative of non-alexithymia, 52-

60 indicates possible alexithymia, and ≥ 61 indicates alexithymia. 

5.2.6.2. The Autism Spectrum Quotient Test (AQ) 

The Autism Spectrum Quotient (AQ; Baron-Cohen et al., 2001) was used as a measure 

of autistic traits in adult participants. The questionnaire comprised 50 individual questions that 

make up five subcategories of autistic traits: social skill, attention switching, attention to detail, 

communication, and imagination. Response options ranged from “definitely agree”, “slightly 

agree”, “slightly disagree” to “definitely disagree”. Approximately half the questions were 

worded to elicit an “agree” response from NT individuals, and half to elicit a “disagree” 

response. Each of the items scored 1 point if the response corresponding autistic-like behaviour 

either mildly or strongly was chosen. Items were reverse scored as necessary. Higher scores 

indicated more symptoms of autism. A score of 32 indicated substantial autistic symptoms, 

with higher scores corresponding to more “autistic-like” behaviour. Note that the AQ was 

administered to all participants across the three age groups (see Table 3.1 in Section 3.2.1 for 

summary). However, since one of the main aims of the present study was to compare the role 

of autistic traits and alexithymic traits in emotion processing to that of alexithymic traits, only 

the AQ scores for adult participants were used in this study as a comparison with the TAS-20 

scores, which were only obtained from adult participants as mentioned above. 

5.2.7. Procedure 

Prior to the experimental tasks, adult participants or caregivers of child and adolescent 

participants completed the demographic and music background questionnaire, TAS-20, and 

AQ. The emotion, cognitive, and pitch tasks were administered to each participant in a random 

order as part of the full test battery, either during one single session or across multiple sessions. 
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Participants were allowed to take multiple breaks as needed in between tasks. All tasks were 

conducted in a sound-proof booth.  

5.2.8. Statistical analyses 

Statistical analyses were conducted in R (R Core Team, 2019). Separate multiple linear 

regression models were constructed to assess the main effects of Diagnostic group (ASD vs. 

NT, dichotomously dummy-coded as 1 or 0) and Chronological age, as well as their interaction, 

on each of the background measures, namely Navon global advantage, Navon local-to-global 

interference effect, years of musical training, MBEA/MBEMA global score, and pitch direction 

discrimination threshold. As the TAS-20 and AQ were only administered to adult participants, 

the difference in alexithymic traits and autistic traits between adults with ASD and NT adults 

was assessed using an independent-samples t-test.  

A series of Kendall’s rank correlations and partial correlations (controlling for age) 

were conducted within and across the ASD and NT groups to examine the correlations between 

the cognitive/auditory measures (Navon global advantage, Navon local-to-global interference 

effect, years of musical training, MBEA/MBEMA global score) and performance on the 

emotion tasks (emotion recognition and priming accuracy, RT, and SACS). To examine the 

contribution of alexithymic traits and autistic traits to emotion processing, a series of multiple 

linear regression models were conducted with the total scores on the TAS-20 and AQ as 

predictors and performance on the emotion tasks (emotion recognition and priming accuracy, 

RT, and SACS) as dependent measures, within and across the ASD and NT groups. Note that 

the mean accuracy and RT of emotion recognition performance were arcsine- and log-

transformed, respectively, for all relevant analyses. 

For effect sizes of each predictor in the multiple linear regression models, partial eta-

squared (η2p) was computed using the modelEffectSizes() function in the lmSupport package 

(Ben-Shachar et al., 2020; Curtin, 2018). A η2p ≥ 0.01 was interpreted as a small effect size, a 
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η2p ≥ 0.09 as a medium effect size, and a η2p ≥ 0.25 as a large effect size (Cohen et al., 2013). 

The strength of correlations, denoted as Kendall’s tau coefficient (τ), was interpreted with < 

0.10 as a very weak correlation, 0.10-0.19 as a weak correlation, 0.20-0.29 as a moderate 

correlation, and > 0.30 as a strong correlation (Botsch, 2011). 

5.3. Results 

Summary statistics for each background measure are presented in Table 5.1. While all 

participants completed the main experiments, it should be noted that there are missing data for 

some of the background measures due to various reasons (e.g., scheduling constraints and 

technical issues).  

Table 5. 1. Characteristics of the performance on each background task for the ASD and NT 
groups by age group. 

  ASD  NT    
  N (M: F) M SD  N (M: F) M SD  t p 

Child    
 Navon global advantage (ms) 14 (13:1) 427.98 1296.04  14 (13:1) 39.54 183.40  1.11 0.286 
 Navon local-to-global interference (ms) 14 (13:1) 141.57 279.51  14 (13:1) -18.05 129.71  1.94 0.068 
 Musical training (years) 14 (13:1) 1.18 2.14  14 (13:1) 1.29 1.14  -0.17 0.871 
 MBEA/MBEMA global score 14 (13:1) 0.75 0.14  14 (13:1) 0.81 0.14  -1.10 0.283 
 Pitch direction discrimination threshold 11 (10:1) 1.32 0.83  11 (11:0) 1.25 1.92  0.11 0.912 

Adolescent    
 Navon global advantage (ms) 11 (8:3) 115.45 91.16  11 (8:3) 119.50 71.94  -0.12 0.909 
 Navon local-to-global interference (ms) 11 (8:3) 36.99 80.86  11 (8:3) 53.29 61.09  -0.53 0.600 
 Musical training (years) 11 (8:3) 3.09 3.08  11 (8:3) 2.36 3.07  0.55 0.586 
 MBEA/MBEMA global score 11 (8:3) 0.85 0.13  9 (7:2) 0.89 0.08  -0.95 0.355 
 Pitch direction discrimination threshold 7 (6:1) 0.48 0.48  11 (8:3) 0.45 0.44  0.09 0.926 

Adult    
 Navon global advantage (ms) 13 (6:7) 86.23 71.41  13 (6:7) 125.83 40.49  -1.74 0.098 
 Navon local-to-global interference (ms) 13 (6:7) 27.61 47.07  13 (6:7) 12.30 33.42  0.96 0.350 
 Musical training (years) 13 (6:7) 5.92 8.47  13 (6:7) 6.96 7.53  -0.33 0.744 
 MBEA/MBEMA global score 13 (6:7) 0.83 0.12  12 (5:7) 0.86 0.08  -0.78 0.446 
 Pitch direction discrimination threshold 9 (4:5) 0.37 0.41  12 (6:6) 0.23 0.22  0.91 0.381 
 TAS-20 13 (6:7) 69.85 9.76  13 (6:7) 45.54 16.51  4.57 < 0.001 
 AQ 13 (6:7) 41.46 4.29  13 (6:7) 14.31 6.29  12.86 < 0.001 

Note. MBEMA = Montreal Battery of Evaluation of Musical Ability (Peretz et al., 2003); MBEA = Montreal Battery of Evaluation of Amusia (Peretz et al., 2013); 
AQ = Autism-Spectrum Quotient (Baron-Cohen et al., 2001); TAS-20 = The 20-Item Toronto Alexithymia Scale (Bagby et al., 1994).  

Missing data from participants include 2 adolescents (1 male) and 1 adult (1 male) in the NT group for the MBEA global score; 3 children (all males), 4 adolescents 
(2 males), and 4 adults (2 males) in the ASD group and 3 children (2 males) and 1 adult (0 males) in the NT group on the pitch direction discrimination task; 1 
child (1 male) in the ASD and 1 child (1male) in the NT group on the go/no go task. 

Welsh two-sample t-tests were used to compare differences between the ASD and NT groups by age group for each background task; significant differences 
between ASD and NT groups are highlighted using bold font. 
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5.3.1. Correlations between cognitive processing style and visual emotion processing 

Table 5. 2. Multiple linear regression model results for diagnostic group, chronological age, 
and their interaction on global advantage and local-to-global interference measured on the 
Navon task. 

 Predictors B SE df t p η2p 
Global advantage 
 Diagnostic group -334.12 221.00 72 -1.51 0.135 0.03 
 Chronological age -8.51 6.42 72 -1.33 0.189 0.02 
 Diagnostic group ´ chronological age 10.42 9.07 72 1.15 0.255 0.02 

Local-to-global interference 
 Diagnostic group -106.71 56.17 72 -1.90 0.061 0.05 
 Chronological age -2.10 1.63 72 -1.29 0.202 0.02 
 Diagnostic group ´ chronological age 2.40 2.31 72 1.04 0.301 0.01 

Table 5. 3. Kendall’s rank correlations and partial correlations (controlling for age) between 
performance on visual emotion recognition tasks and measures of cognitive processing style 
on the Navon task for ASD, NT and across groups, based on 38 ASD and 38 NT participants.  

  Global advantage  Local-to-global interference 
  ASD NT All  ASD NT All 

Without controlling for age  
 Face recognition Accuracy -0.02 0.08 0.03  -0.15 -0.04 -0.09 
 Face recognition RT 0.07 0.04 0.07  0.08 0.21 0.13 
 Face recognition SACS -0.01 -0.02 0.00  -0.14 -0.12 -0.13 
 Object recognition Accuracy -0.07 -0.06 -0.05  -0.08 0.06 -0.01 
 Object recognition RT -0.05 -0.08 -0.06  0.09 0.04 0.09 
 Object recognition SACS 0.06 -0.05 0.01  -0.09 0.00 -0.07 

After controlling for age 
 Face recognition Accuracy 0.03 0.00 0.02  -0.13 -0.06 -0.08 
 Face recognition RT 0.04 0.11 0.08  0.07 0.23* 0.12 
 Face recognition SACS 0.05 -0.13 -0.01  -0.12 -0.15 -0.12 
 Object recognition Accuracy -0.07 -0.11 -0.06  -0.08 0.05 0.00 
 Object recognition RT -0.09 0.01 -0.05  0.07 0.06 0.09 
 Object recognition SACS 0.10 -0.14 0.00  -0.07 -0.02 -0.06 

Note. Face recognition accuracy was arcsine-transformed; face recognition RT was log-transformed; *p < 0.05, ** p < 0.01, *** p < 0.001; significant correlations 
are highlighted using bold font. 

Global advantage 

Regression analysis on the Navon global advantage revealed no significant predictors 

of Diagnostic group, Chronological age, and their interaction (see Table 5.2 for full summary). 

This indicates that diagnostic group and participants of different ages did not differ in their 

cognitive processing style for global versus local information.  

Correlational analyses showed no significant correlations between global advantage and 

emotion recognition with faces and objects across measures for both across and within the ASD 

and NT groups, with and without controlling for age (see Table 5.3). This suggests that an 
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advantage for global processing was not associated with emotion recognition across visual 

stimuli.  

Local-to-global interference 

Regression analysis on the Navon local-to-global interference effect revealed no 

significant predictors of Diagnostic group, Chronological age, and their interaction (see Table 

5.2 for full summary). This indicates that diagnostic group and participants’ age did not predict 

their susceptibility to interference by local details when making a global judgment.  

Across ASD and NT groups, no significant correlations between local-to-global 

interference and emotion recognition of faces and objects across measures were observed, both 

with and without controlling for age (Table 5.3). 

Within the NT group, a significant positive correlation was found between local-to-

global interference and emotion recognition RT for faces after controlling for age (τ = 0.23, p 

= 0.049). No other correlations regarding local-to-global interference were significant for the 

NT group, including emotion recognition accuracy and SACS for faces and emotion 

recognition for objects across performance indices (see Table 5.3). 

Within the ASD group, no significant correlations were found between local-to-global 

interference and emotion recognition from faces and objects across all measures.  

Together, the results of the correlational analyses suggest that higher local-to-global 

interference (i.e., higher susceptibility to interference by local information when processing 

global information) was associated with slower emotion recognition of faces in NT individuals. 

This association was, however, not evident in autistic individuals (Figure 5.1). Notably, no 

correlations between local-to-global interference and emotion recognition in objects were 

found for both within and across groups. 
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Figure 5. 1. Scatterplot of Navon local-to-global interference (ms) against facial emotion 
recognition RT (log-transformed). Regression lines were based on linear regressions of paired 
tasks for each diagnostic group. 

5.3.2. Correlations between musical processing, pitch processing, and auditory emotion 

processing 

Table 5. 4. Multiple linear regression model results for diagnostic group, chronological age, 
and their interaction on years of musical training, musical perception assessed on the 
MBEA/MBEMA tasks, and pitch perception assessed on the pitch direction discrimination 
task. 

 Predictors B SE df t p η2p 
Musical training 
 Diagnostic group 0.56 1.90 72 0.29 0.772 0.00 
 Chronological age 0.19 0.06 72 3.40 0.001 0.14 
 Diagnostic group ´ chronological age -0.02 0.08 72 -0.24 0.811 0.00 

Musical perception  
 Diagnostic group 0.07 0.05 69 1.50 0.139 0.03 
 Chronological age 0.00 0.00 69 1.61 0.112 0.04 
 Diagnostic group ´ chronological age 0.00 0.00 69 -0.77 0.443 0.01 

Pitch perception  
 Diagnostic group -0.18 0.43 57 -0.43 0.670 0.00 
 Chronological age -0.02 0.01 57 -1.78 0.081 0.05 
 Diagnostic group ´ chronological age 0.00 0.02 57 0.08 0.935 0.00 

Note. Significant predictors are highlighted using bold font. 
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Table 5. 5. Kendall’s rank correlations and partial correlations (controlling for age) between 
performance on auditory emotion recognition and priming tasks and musical processing 
abilities indexed by the number of years of musical training and performance on the 
MBEA/MBEMA task for ASD, NT and across groups, based on 38 ASD and 38 NT 
participants. 

  Musical training (years)  MBEA/MBEMA global score  Pitch direction discrimination threshold 
  ASD NT All  ASD NT All  ASD NT All 
Without controlling for age     
 Prosody recognition Accuracy 0.20 0.22 0.21*  0.20 0.14 0.20*  -0.17 -0.39 ** -0.34*** 
 Prosody recognition RT 0.01 -0.10 -0.06  -0.06 0.11 -0.04  0.02 0.12 0.12 
 Prosody recognition SACS 0.16 0.23 0.19*  0.22 0.07 0.17*  -0.18 -0.37** -0.33*** 
 Song recognition Accuracy 0.16 0.01 0.08  0.11 0.22 0.15  -0.09 -0.30* -0.28** 
 Song recognition RT 0.05 -0.02 0.00  -0.12 0.01 -0.10  0.20 0.04 0.13 
 Song recognition SACS 0.08 0.03 0.07  0.11 0.18 0.14  -0.20 -0.36** -0.31*** 
 Prosody priming Accuracy -0.18 0.09 -0.01  0.03 0.04 0.07  0.06 -0.10 -0.06 
 Prosody priming RT -0.05 -0.17 -0.10  -0.08 0.04 -0.03  0.11 0.06 0.08 
 Prosody priming SACS -0.20 0.04 -0.04  -0.02 0.05 0.06  0.10 -0.07 -0.06 
 Song priming Accuracy -0.20 0.10 -0.03  -0.06 0.00 0.03  0.16 -0.15 -0.04 
 Song priming RT -0.18 -0.07 -0.13  -0.06 0.08 -0.02  0.17 0.04 0.14 
 Song priming SACS -0.21 0.07 -0.07  0.00 0.07 0.04  0.23 -0.15 0.01 

After controlling for age     
 Prosody recognition Accuracy 0.15 0.17 0.17*  0.14 0.12 0.15  0.10 -0.34** -0.27** 
 Prosody recognition RT 0.00 -0.07 -0.05  -0.08 0.13 -0.04  0.00 0.08 0.11 
 Prosody recognition SACS 0.13 0.18 0.15*  0.20 0.04 0.13  -0.12 -0.31* -0.26** 
 Song recognition Accuracy 0.06 -0.04 0.02  0.00 0.21 0.10  0.03 -0.25* -0.21* 
 Song recognition RT 0.07 0.01 0.02  -0.11 0.02 -0.08  0.18 0.00 0.10 
 Song recognition SACS 0.00 -0.02 0.02  0.03 0.16 0.09  -0.09 -0.31* -0.24** 
 Prosody priming Accuracy -0.15 0.09 -0.01  0.08 0.03 0.07  -0.03 -0.09 -0.08 
 Prosody priming RT -0.02 -0.16 -0.09  -0.05 0.04 -0.02  0.06 0.04 0.04 
 Prosody priming SACS -0.17 0.04 -0.03  0.03 0.05 0.07  0.02 -0.08 -0.08 
 Song priming Accuracy -0.18 0.10 -0.02  -0.03 0.00 0.04  0.12 -0.17 -0.07 
 Song priming RT -0.20 -0.07 -0.13  -0.07 0.08 -0.03  0.17 0.04 0.13 
 Song priming SACS -0.21 0.08 -0.06  0.01 0.08 0.04  0.21 -0.18 -0.02 

Note. Prosody and song recognition accuracy were arcsine-transformed; prosody and song recognition RT were log-transformed; *p < 0.05, ** p < 0.01, *** p < 
0.001; significant correlations are highlighted using bold font. 

Musical training 

Regression analysis on the years of musical training revealed a significant predictor of 

Chronological age (B = 0.19, SE = 0.06, t(72) = 3.40, p = .001, η2p = 0.14). This suggests that 

increased years of musical training was predicted by increased age of participants. The 

predictors of Diagnostic group and Diagnostic group ´ Chronological age on years of musical 

training did not reach significance (see Table 5.4 for full summary). 

Across ASD and NT groups, correlational analyses showed significant weak to 

moderate correlations between years of musical training and emotion recognition accuracy and 

SACS of prosody (musical training vs. prosody recognition accuracy: τ = 0.21, p = 0.013; 
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musical training vs. prosody recognition SACS: τ = 0.19, p = 0.020), which remained 

significant after controlling for age (musical training vs. prosody recognition accuracy: τ = 

0.17, p = 0.032; musical training vs. prosody recognition SACS: τ = 0.15, p = 0.050). These 

results suggest that more musical training was associated with more accurate and efficient 

emotion recognition in speech prosody (Figure 5.2). No other correlations regarding years of 

musical training were significant across groups, including emotion recognition RT for prosody, 

emotion recognition in song across performance indices and emotion priming of prosody and 

song across performance indices (see Table 5.5). 

Within the ASD and NT groups, no significant correlations were observed between 

years of musical training and emotion recognition and priming of prosody and song across 

performance indices, with and without controlling for age (see Table 5.3). 
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B) 

 

Figure 5. 2. Scatterplot of prosodic emotion recognition A) accuracy (arcsine-transformed) and 
B) SACS against years of musical training. Regression lines were based on linear regressions 
of paired measures. 

Musical perception abilities 

Regression analysis on MBEA/MBEMA global score revealed no significant predictors 

of Diagnostic group, Chronological age, and their interaction (see Table 5.4 for full summary). 

This indicates that diagnostic group and participants’ age did not predict their overall musical 

perception abilities. 

Across ASD and NT groups, significant weak to moderate correlations between 

MBEA/MBEMA global score and emotion recognition accuracy and SACS for prosody 

(global score vs. prosody recognition accuracy: τ = 0.20, p = 0.019; global score vs. prosody 

recognition SACS: τ = 0.17, p = 0.038), suggesting better musical perception abilities were 

associated with more accurate and efficient emotion recognition from speech prosody. 

However, these correlations became non-significant after controlling for age (global score vs. 
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speech recognition accuracy: τ = 0.15, p = 0.060; global score vs. speech recognition SACS: τ 

= 0.13, p = 0.105). No other correlations regarding MBEA/MBEMA global score were 

significant across groups, including emotion recognition RT for prosody, emotion recognition 

from song across performance indices, and emotion priming of prosody and song across 

performance indices (see Table 5.5). 

Within the ASD and NT groups, no significant correlations were observed between 

MBEA/MBEMA global score and emotion recognition and priming of prosody and song across 

measures, with and without controlling for age (see Table 5.5). 

Pitch processing abilities 

Regression analysis on pitch direction discrimination threshold revealed no significant 

predictors of Diagnostic group and Diagnostic group ´ Chronological age did not reach 

significance (see Table 5.4 for sull summary). 

 Across ASD and NT groups, correlational analyses showed significant moderate to 

strong correlations between pitch direction discrimination threshold and emotion recognition 

accuracy and SACS of both prosody and song (pitch threshold vs. prosody recognition 

accuracy: τ = -0.34, p < 0.001; pitch threshold vs. prosody recognition SACS: τ = -0.33, p < 

0.001; pitch threshold vs. song recognition accuracy: τ = -0.28, p = 0.002; pitch threshold vs. 

song recognition SACS: τ = -0.31, p < 0.001). These correlations remained significant after 

controlling for age (pitch threshold vs. prosody recognition accuracy: τ = -0.27, p = 0.002; pitch 

threshold vs. prosody recognition SACS: τ = -0.26, p = 0.003; pitch threshold vs. song 

recognition accuracy: τ = -0.21, p = 0.017; pitch threshold vs. song recognition SACS: τ = -

0.24, p = 0.006). These results indicate that lower (i.e., better) pitch direction discrimination 

thresholds were associated with more accurate and efficient emotion recognition from speech 

prosody and song across groups. No other correlations regarding pitch direction discrimination 



 257 

threshold were significant across groups, including emotion recognition RT for prosody and 

song and emotion priming of prosody and song across performance indices (see Table 5.5). 

Within the NT group, significant strong correlations were found between pitch direction 

discrimination threshold and emotion recognition accuracy and SACS for both prosody and 

song (pitch threshold vs. prosody recognition accuracy: τ = -0.39, p = 0.002; pitch threshold 

vs. prosody recognition SACS: τ = -0.37, p = 0.002; pitch threshold vs. song recognition 

accuracy: τ = -0.30, p = 0.016; pitch threshold vs. song recognition SACS: τ = -0.36, p = 0.003). 

These correlations remained significant after controlling for age (pitch threshold vs. prosody 

recognition accuracy: τ = -0.34, p = 0.006; pitch threshold vs. prosody recognition SACS: τ = 

-0.31, p = 0.011; pitch threshold vs. song recognition accuracy: τ = -0.25, p = 0.039; pitch 

threshold vs. song recognition SACS: τ = -0.31, p = 0.010). These results indicate that lower 

(i.e., better) pitch direction discrimination thresholds were associated with more accurate and 

efficient emotion recognition from prosody (Figure 5.3) and song (Figure 5.4) in NT 

individuals. No other correlations regarding pitch direction discrimination threshold were 

significant within the NT group, including emotion recognition RT for prosody and song and 

emotion priming of prosody and song across performance indices (see Table 5.5). 

Within the ASD group, no significant correlations were observed between pitch 

direction discrimination threshold and emotion recognition and priming of prosody and song 

across measures, with and without controlling for age (see Table 5.5). 
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A) 

 

B)
Figure 5. 3. Scatterplot of prosodic emotion recognition A) accuracy (arcsine-transformed) and 
B) SACS against pitch direction discrimination threshold. Regression lines were based on 
linear regressions of paired tasks for each diagnostic group. 
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A) 

 

B) 

 

Figure 5. 4. Scatterplot of sung emotion recognition A) accuracy (arcsine-transformed) and 
B) SACS against pitch direction discrimination threshold. Regression lines were based on 
linear regressions of paired tasks for each diagnostic group. 
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5.3.3. Correlations between alexithymic traits, autistic traits, and overall emotion 

processing 

Group differences in alexithymic and autistic traits 

An independent-samples t-test revealed a significant difference in TAS-20 score 

between adults with ASD and NT adults (t(19.48) = 4.57, p < 0.001), with adults with ASD (M 

= 69.85, SD = 9.76) showing higher alexithymic traits than NT adults (M = 45.54, SD = 16.51). 

Specifically, within the ASD group, three participants were presented with possible 

alexithymia and 10 participants with alexithymia, while no participants obtained a score 

indicative of non-alexithymia. Within the NT group, nine participants were presented with no 

alexithymia, one participant with possible alexithymia, and three participants with alexithymia. 

An independent-samples t-test revealed a significant difference in AQ score between 

adults with ASD and NT adults (t(21.19) = 12.86, p < 0.001), with adults with ASD (M = 

41.46, SD = 4.29) showing higher autistic traits than NT adults (M = 14.31, SD = 6.29). 

Specifically, all participants in the ASD group scored above the cut-off score of 32, which is 

indicative of clinically significant levels of autistic traits (Baron-Cohen et al., 2001), while all 

participants in the NT group scored below this cut-off score. 

The contribution of alexithymic and autistic traits to emotion processing 

Table 5. 6. Multiple linear regression model results for alexithymic traits measured on the 
TAS-20 and autistic traits measured on the AQ on overall emotion recognition and priming 
performance within and across ASD and NT adult groups, with 13 participants in each group. 

  ASD  NT  All 
Predictors B SE t p η2p  B SE t p η2p  B SE t p η2p 
Overall emotion recognition accuracy 
 AQ -0.01 0.01 -1.98 0.076 0.28  -0.01 0.00 -1.59 0.142 0.20  0.00 0.00 -0.70 0.293 0.02 
 TAS-20 0.00 0.00 0.97 0.354 0.09  0.00 0.00 -0.62 0.551 0.04  0.00 0.00 -0.53 0.599 0.02 

Overall emotion recognition RT 
 AQ 0.00 0.03 0.02 0.987 0.00  0.03 0.01 5.06**** < 0.001 0.72  0.01 0.00 2.45* 0.023 0.21 
 TAS-20 0.00 0.01 0.19 0.853 0.00  0.00 0.00 -0.97 0.354 0.09  0.00 0.00 -0.21 0.834 0.00 
Overall emotion recognition SACS  
 AQ -0.09 0.11 -0.81 0.436 0.06  -0.11 0.03 -4.43** 0.001 0.66  -0.04 0.02 -1.89 0.072 0.13 
 TAS-20 0.01 0.05 0.26 0.800 0.01  0.00 0.01 -0.03 0.974 0.00  0.00 0.02 -0.19 0.853 0.00 
Overall emotion priming accuracy 
 AQ 0.00 0.01 0.35 0.736 0.01  0.00 0.01 0.39 0.705 0.02  0.00 0.00 -0.03 0.979 0.00 
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 TAS-20 0.00 0.01 0.62 0.547 0.04  0.00 0.00 0.23 0.825 0.01  0.00 0.00 0.69 0.495 0.02 
Overall emotion priming RT 
 AQ 0.00 0.01 0.35 0.736 0.01  0.00 0.01 0.39 0.705 0.02  0.00 0.00 -0.03 0.979 0.00 
 TAS-20 0.00 0.01 0.62 0.547 0.04  0.00 0.00 0.23 0.825 0.01  0.00 0.00 0.69 0.495 0.02 
Overall emotion priming SACS 
 AQ 0.02 0.10 0.23 0.820 0.01  0.04 0.06 0.47 0.650 0.02  0.00 0.02 0.05 0.960 0.00 

 TAS-20 0.05 0.05 1.13 0.283 0.11  0.01 0.03 0.25 0.81 0.01  0.02 0.02 0.97 0.344 0.04 

Note. Overall emotion recognition accuracy was arcsine-transformed and overall emotion recognition RT was log-transformed; *p < 0.05, ** p < 0.01, *** p < 
0.001; significant correlations are highlighted using bold font. 

 

Across ASD and NT groups, regression analyses revealed that AQ scores significantly 

predicted overall emotion recognition RT (B = 0.01, SE = 0.00, t(23) = 2.45, p = 0.023, η2p = 

0.21), indicating that higher autistic traits were associated with slower emotion recognition in 

general (Figure 5.5). AQ scores, however, did not predict other performance indices of emotion 

recognition nor any performance indices of emotion priming (see Table 5.6). There were no 

effects of TAS-20 score on any of the emotion recognition and priming performance indices, 

indicating that alexithymic traits did not contribute to implicit nor explicit emotion processing 

across groups. 

Within the NT group, AQ score significantly predicted overall emotion recognition RT 

(B = 0.03, SE = 0.01, t(10) = 5.06, p < 0.001, η2p = 0.72) and overall emotion recognition SACS 

(B = -0.11, SE = 0.03, t(10) = -4.43, p = 0.001, η2p = 0.66), indicating that higher autistic traits 

were associated with slower and less efficient emotion recognition among NT individuals. AQ 

score, however, did not predict emotion recognition accuracy nor emotion priming across 

performance indices (see Table 5.6). There were no effects of TAS-20 score on any of the 

emotion recognition and priming performance indices, indicating that alexithymic traits did not 

contribute to implicit nor explicit emotion processing among NT individuals. 

Within the ASD group, neither AQ or TAS-20 scores predicted emotion recognition 

and priming across performance indices (see Table 5.6). 
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Figure 5. 5. Scatterplot of autistic trait assessed on the AQ against overall emotion recognition 
RT (log-transformed). Regression lines were based on linear regressions of paired measures 
across ASD and NT groups. 

5.4. Discussion 

The present study aimed to expand findings reported in Chapters 3 and 4 by exploring 

potential correlates relating to visual and auditory emotion processing in autistic and NT 

individuals. The current data suggest that the two groups may employ different processing 

strategies during explicit emotion recognition, specifically for human faces, speech prosody, 

and song. First, it was found that higher susceptibility to local details when making a global 

judgment was associated with slower recognition of human facial but not face-like object 

expressions, which was particularly prominent in the NT group. Secondly, across groups, more 

musical training was related to more accurate and efficient emotion recognition of speech 

prosody but not song. By contrast, musical perception ability was not associated with any of 

the emotion recognition measures. Interestingly, lower pitch threshold was related to better 

prosodic and sung emotion recognition only among NT individuals, while no such associations 
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were observed for autistic individuals. Notably, none of these auditory-related measures 

correlated with emotion priming. Finally, autistic traits, but not alexithymic traits, contributed 

to the variability in explicit emotion recognition performance across groups, contradicting the 

alexithymia hypothesis. Neither of these measures significantly predicted the strength of 

implicit emotion priming. These findings are further discussed in the following subsections. 

5.4.1. The relationship between cognitive processing style and visual emotion recognition 

The present study explored whether differences in emotion recognition of human facial 

and face-like object expressions between autistic and NT individuals (as observed in Chapter 

3) were related to their cognitive processing style. Two measures of cognitive processing style 

were obtained from the Navon task (Navon, 1977), namely the global advantage effect and the 

local-to-global interference effect. It was found that the two groups did not differ in the global 

advantage effect, suggesting that both groups were just as readily to identify the global 

component when presented with a compound stimulus containing both global and local 

components. These findings while not speaking for the proposal of an impairment in the 

integration of component parts in ASD as put forward by the WCC account (U. Frith, 1989; U. 

Frith & Happé, 1994), they replicated previous studies employing the Navon paradigm in 

showing comparable global advantage effects between the ASD and NT groups (Guy et al., 

2019; Juslin & Madison, 2016; Mottron et al., 1999; Ozonoff et al., 1994; Plaisted et al., 1999). 

Importantly, results showed that the global advantage effect did not correlate with visual 

emotion recognition across and within the ASD and NT groups. This indicates that the speed 

of processing global over local features was not related to the ability to process emotions across 

visual stimuli.  

Conversely, the local-to-global interference effect was found to be significantly 

associated with the speed of emotion recognition of faces in the NT group. That is, higher 

susceptibility to the slowing down of global processing due to local interference was related to 
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slower emotion recognition in faces. This association, however, did not extend to that of objects 

in the NT group. Despite a number of physical features in common, recent work has 

demonstrated faster detection of human faces compared to face-like objects in visual search 

(Keys et al., 2021). Moreover, magnetoencephalography (MEG) data showed that although the 

initial neural representation of face-like objects is similar to human faces than matched objects, 

this ‘face-like’ representation reorganises to be more similar to matched objects than faces 

within ~250ms (Wardle et al., 2020). Human faces, thus, appear to be somewhat more special 

in perception, as also evident in an advantage for upright versus inverted orientation when 

processing human but not cartoon faces in NT individuals (Akdeniz, 2020; Rosset et al., 2010). 

Accordingly, the recognition of human facial expressions, but not face-like object expressions, 

may benefit more from interference-free global processing strategy that is used for general 

information processing, and hence an association observed between the two measures within 

the NT group. 

The association between local-to-global interference and facial emotion recognition, 

however, was not observed within the ASD group. Compelling evidence suggests qualitative 

differences in the way autistic individuals process human faces, such as the atypical featural 

processing for human faces (Deruelle et al., 2004; Hernandez et al., 2009) and/or avoidance of 

the eyes in autistic individuals (Frazier et al., 2017; Tanaka & Sung, 2016). Moreover, this 

atypical processing strategy may be specific to human faces only, where autistic children have 

been shown to exploit typical configural strategy with cartoon faces (Rosset et al., 2008). 

Accordingly, there may be a reduced tendency to tap into more general perceptual processing 

mechanisms (e.g., interference-free global processing) when processing emotional faces in 

ASD, and hence a lack of association observed between the two measures. In fact, a marginally 

higher local-to-global interference was noted in the ASD relative to the NT group, partially 

consistent with previous studies demonstrating clear differences in this measure between the 
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two groups (Guy et al., 2019; Rinehart et al., 2000; L. Wang et al., 2007). This observation 

may give rise to the possibility that slower emotion recognition of human faces in the ASD 

group was attributed to their marginally higher local-to-global interference. Future research 

incorporating eye-tracking techniques to measure visual scan paths for processing emotional 

human faces and control stimuli such as compound letters used in the Navon task may provide 

clearer insights into these relationships. Importantly, no association was found between 

cognitive processing style and emotion recognition of face-like objects for either group; it 

remains uncertain what may be underlying the slower emotion recognition of face-like objects 

in the ASD group (as observed in Chapter 3). 

The investigation of different measures of cognitive processing style and their 

associations with facial emotion recognition provides implications for the understanding of the 

processes that may underlie facial emotion recognition. Findings from previous research and 

the present work appear to converge on the notion that global processing as the default setting 

in visual perception is particularly relevant for emotion recognition of facial expressions. While 

previous work by Gross (2005) showed that a preference for global processing in a free-choice 

task was related to better facial emotion recognition, the present work extended this and 

showed that global processing interrupted by initial orientation towards local details was 

related to poorer facial emotion recognition. These findings could be used to explain why 

autistic individuals are more drawn to particular features of a face which may or may not be 

relevant for emotional decoding (e.g., an ear, the chin, or region of the hair line) without a 

tendency to explore core features holistically when processing emotional faces (Pelphrey et al., 

2002). This differential processing strategy may, in turn, hamper the recognition of emotions 

from human faces. By contrast, the ability to process global or local information when directed 

to a specific level appears to be a less important correlate of facial emotion recognition, as 

shown in Oerlemans et al. (2013) and in the present study (in the case of global advantage). 
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5.4.2. The relationship between musical processing, pitch processing, and auditory 

emotion processing 

The ASD and NT groups did not differ in the three auditory perception measures, 

namely musical training, musical perception, and pitch perception. In particular, the absence 

of group differences for musical perception and pitch perception are consistent with previous 

research in showing that these are relatively preserved domains of ability in ASD (Altgassen 

et al., 2005; Chowdhury et al., 2017; Germain et al., 2019; Globerson et al., 2015; Heaton, 

2005; Jamey et al., 2019; Molnar-Szakacs & Heaton, 2012). The three measures, nevertheless, 

appear to be associated with auditory emotion processing to varying extents.  

Across groups, musical training was positively associated with emotional recognition 

accuracy and efficiency in speech prosody, which was depicted even after controlling for age 

differences. These results are in line with previous findings (Correia et al., 2020; Farmer et al., 

2020; Lima & Castro, 2011b; W. F. Thompson et al., 2004). Notably, this association was only 

observed when the ASD and NT groups were pulled together, but not within each group 

separately. This is likely due to the low number of participants with extensive musical training 

when broken down by groups, with two participants in each group having musical training for 

more than 13 years (i.e., a criterion used for classifying musician versus non-musician groups 

in previous studies; Marques et al., 2007; Parbery-Clark et al., 2009; Schön et al., 2004a; W. 

F. Thompson et al., 2004). Importantly, it is not possible to infer whether the effects of musical 

training on prosodic emotion recognition are evident to similar extents in the two groups. This 

undermines the question of whether any benefits of musical training (e.g., enhancement of 

auditory-related skills) contribute to prosodic emotion recognition similarly in the ASD group 

relative to the NT group to be addressed and warrants further investigation with a larger sample 

of participants having more diverged musical training background.  
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No association between musical training and emotion recognition of song was observed 

across nor within groups. These findings are in line with those reported in Quintin et al. (2011) 

which used instrumental excerpts as musical stimuli across ASD and NT groups, while 

standing in contrast with those reporting significant facilitatory effects of musical training on 

musical emotion recognition in the NT literature (Castro & Lima, 2014; Lima & Castro, 2011a; 

Livingstone et al., 2010). Although the relatively low number of years of musical training in 

both Quintin et al. (2011) and the present study may suffice as a plausible explanation, an 

association was nonetheless observed for prosodic emotion recognition when the two groups 

were combined in the present study. This may, therefore, give rise to an alternative possibility. 

The effects of musical training may depend on the musical stimuli used for emotion recognition 

and/or the relationship between the musicality of the instrument learnt and the stimuli 

presented. For instance, in Castro & Lima (2014), participants had received formal training on 

different types of instruments (i.e., keyboard, strings, woodwinds, and percussion) and 

recognised emotions from instrumental stimuli developed using digital synthesizers in piano 

timbre and of long durations (e.g., ~12.4s). In the present study, participants had also received 

formal training on various types of instruments1 with only five participants on voice, while the 

musical stimuli used were sung stimuli obtained from RAVDESS (Livingstone & Russo, 2018) 

that were segmented and manipulated to last for very short durations (i.e., 500ms). It is possible 

that musical training, particularly on instrumental music, is less applicable to emotion 

recognition of the singing voice in very short segments that are not often encountered in 

participants’ musical practice. It remains unclear as to why the effects of musical training on 

auditory emotion recognition appear to be generalised across to the speech prosody domain, 

 

1 A breakdown of the number of participants who had received formal training on the various types of instruments: brass (n = 12), keyboard (n = 22), percussion 

(n = 6), plucked string (n = 16), string (n = 7), voice (n = 5), and woodwind (n = 16). Note that 20 of the 50 participants who had received formal musical training 

learnt multiple musical instruments. 
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but not to other forms of musicality (i.e., the singing voice) within the musical domain. To 

further elucidate this, future studies should directly investigate emotional stimuli induced by 

different timbres within and across domains, involving a larger pool of musicians trained on 

different instruments including voice. 

Results showed that musical perception abilities assessed on the MBEA/MBEMA tasks 

(Peretz et al., 2003, 2013) did not correlate with any of the auditory emotion recognition 

measures, after controlling for age differences across and within the ASD and NT groups. 

These findings appear to contradict previous studies that noted significant correlations between 

MBEA scores and emotion recognition in speech prosody (Lima et al., 2016; Pralus et al., 

2019; Trimmer & Cuddy, 2008), instrumental music (Lévêque et al., 2018), and vocalisations 

(e.g., crying; Lima et al., 2016). One possibility of this apparent contradiction in findings may 

be due to musical abilities assessed on the MBEA tasks being more relatable to emotion 

recognition in auditory stimuli of longer durations, such as sentences (Pralus et al., 2019; 

Trimmer & Cuddy, 2008), multisyllabic utterances (Lima et al., 2016), and instrumental 

musical excerpts (Lévêque et al., 2018). By contrast, performance on the MBEA tasks may be 

less relatable to auditory stimuli of shorter durations, such as the monosyllabic words (i.e., 

“door) used in the present study. For example, rhythmic perception assessed on the MBEA task 

might not have been as relevant for emotion recognition in the present study, as 

rhythmic/speech rate information was not available in the prosodic and sung stimuli employed 

which were monosyllabic words standardised to last for 500ms. Likewise, emotion recognition 

of these monosyllabic words might not have required musical memory to the same extent as 

that for distinguishing between old and new melodies made up of sequence of notes on the 

musical memory subtest of the MBEA/MBEMA task. The seemingly reduced compatibility of 

the MBEA measures and characteristics of the stimuli used in the present study may have 

resulted in the lack of associations observed. However, this speculation seems to be conflicted 
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with the significant associations observed for vocalisations in Lima et al. (2016), which are 

also stimuli of short durations. 

This significant association between MBEA performance and emotion recognition in 

vocalisations (Lima et al., 2016), as well as some of the other significant associations 

mentioned above (Lévêque et al., 2018; Pralus et al., 2019), were in fact only observed when 

data from participants with congenital amusia and control participants were pulled together, 

but not when these associations were explored separately within each. Here, congenital amusia 

refers to a neurodevelopmental disorder of musical and pitch perception (Ayotte et al., 2002; 

Peretz et al., 2002) that is commonly diagnosed using the MBEA task (Peretz et al., 2003). It 

is, therefore, not surprising that participants with congenital amusia in these studies had 

significantly lower MBEA scores than control participants, and hence enabling a wider range 

of musical perception abilities to be correlated with emotion recognition performance in these 

studies. In this regard, it is possible that the MBEA task may have been less sensitive in 

capturing more subtle differences within the typical range of musical perception abilities 

among the present sample, limiting associations between musical perception abilities and 

auditory emotion recognition to be revealed. Additionally, in previous studies by Globerson et 

al. (2013, 2015), it was found that pitch tasks that require differentiating and naming pitches 

(e.g., high vs. low, glide vs. non-glide, ascending vs. descending) were more sensitive 

predictors of emotional prosody recognition than pitch tasks that require same-different 

judgments. This observation may partially explain why there was a lack of association between 

MBEA/MBEMA performance and auditory emotion recognition in the present study, as 

participants were required to make same-different judgments on the melodic pitch perception 

subtests. Future studies may re-evaluate these associations by using measures that capture more 

subtle individual differences in musical perception abilities, to further scrutinise whether an 
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association between musical perception ability and emotion recognition in prosody and song 

exists.  

Although pitch perception ability did not differ between the ASD and NT groups, its 

association with auditory emotion recognition accuracy and efficiency was only found in the 

NT group for both speech prosody and song, even after controlling for age differences. The 

finding of that pitch perception ability was associated with more accurate and efficient emotion 

recognition of speech prosody in NT individuals is in line with previous findings (Globerson 

et al., 2013, 2015), while adding novel evidence to the literature for the same association 

observed for song. In addition, these findings provide supporting evidence that pitch provides 

crucial emotional information in the two domains (R. Gold et al., 2012; Hakanpää et al., 2019a, 

2019b; Krumhansl & Shepard, 1979) and that processing in the two domains may draw on 

overlapping underlying mechanisms (Merrill et al., 2012; Peretz et al., 2015), which extends 

to the recognition of emotions (Escoffier et al., 2013).  

Conversely, no associations between pitch perception ability and auditory emotion 

recognition were found in the ASD group across accuracy, speed, and efficiency. While this 

potentially different reliance on pitch processing (specifically non-vocal gliding tones) may 

explain why autistic individuals were less efficient in emotion recognition from prosody in 

song (as shown in Chapter 3), this difference did not seem to affect the recognition accuracy 

nor response patterns exhibited by autistic individuals relative to NT individuals. This 

highlights that autistic individuals may make use of alternative acoustic information to decode 

emotions from auditory stimuli to achieve similar accuracy level as NT individuals, such as 

voice quality, given that intensity and duration of auditory stimuli were standardised in the 

present study. This speculation, nevertheless, needs to be further examined in future research. 

The present findings appear to contradict with previous findings reported in Globerson et al. 

(2015), which found an association between non-vocal discrete pitch processing and prosodic 
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emotion recognition in both the ASD and NT groups. In this study, although non-vocal discrete 

pitch processing was intact and associated with prosodic emotion recognition, impaired 

prosodic emotion recognition was still observed in autistic individuals relative to NT 

individuals (Globerson et al., 2015). Taken together with these findings and the present 

findings, it appears that non-vocal pitch processing does not seem to moderate group 

differences in auditory emotion recognition accuracy – that is, prosodic emotion recognition 

performance by autistic individuals relative to NT individuals was not determined by whether 

or not an association between the two variables is found (e.g., a significant association does 

not imply intact emotion recognition accuracy and a non-significant association does not imply 

impaired emotion recognition accuracy).  

Taking this discussion further, in another study by Schelinski and von Kriegstein 

(2019), it was found that impairments in prosodic emotion recognition in autistic individuals 

might be attributed to their impaired vocal discrete pitch processing. It was proposed that 

impairments in vocal pitch processing might have resulted in vocal pitch information not being 

available for prosodic emotion recognition in autistic individuals, where this information is 

available for NT individuals (Schelinski & von Kriegstein, 2019). Thus, it may be the case that 

vocal pitch processing is a particularly important moderator of group differences in auditory 

emotion recognition or that the association between non-vocal pitch processing and auditory 

emotion recognition is mediated by vocal processing specifically. Given the highly variable 

pitch processing abilities reported in the autism literature (e.g., enhanced/intact non-vocal pitch 

processing: Altgassen et al., 2005; Bonnel et al., 2003; Chowdhury et al., 2017; Jones et al., 

2009; impaired non-vocal pitch processing: Bhatara et al., 2013; Kargas et al., 2015; e.g., 

enhanced vocal pitch processing: Heaton, Hudry, et al., 2008; e.g., impaired vocal pitch 

processing: Schelinski & von Kriegstein, 2019), it is not possible to infer whether intact 

auditory emotion recognition accuracy could be attributed to (intact) vocal pitch processing in 
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the current ASD sample. Nevertheless, the discrepant findings across previous studies and the 

present study highlight the different contribution of various aspects of pitch information in 

auditory emotion recognition, which may or may not moderate group differences. Future 

research should be directed to investigate the relationship of auditory emotion recognition and 

different aspects of pitch processing for better understanding of the complex picture between 

the two constructs. Notably, slower auditory emotion recognition in autistic individuals (as 

demonstrated in Chapter 3) could not be attributed to pitch perception abilities, as neither the 

ASD nor NT groups showed any associations between the two measures. 

The present study provided novel evidence for a lack of association between pitch 

perception abilities and auditory emotion priming both across and within the ASD and NT 

groups. In other words, pitch perception ability appeared not to be related to the extent to which 

visual emotion recognition is facilitated by emotional cues conveyed in the prosodic and sung 

primes. These findings, however, appear to stand at odds when considering evidence from 

affective priming studies with individuals with congenital amusia. It has been shown that while 

priming effects of musical chords on facial emotional judgment were found in NT controls, no 

such effects were found in individuals with congenital amusia who also exhibited impairments 

in pitch perception abilities (L. Zhou et al., 2019). One explanation regarding the different 

findings for the association between pitch perception and auditory emotion priming may relate 

to how emotions are conveyed through pitch in relation to other acoustic characteristics of the 

auditory prime stimuli. For instance, given that voice quality also contributes to the 

differentiation between emotion categories in prosody and song (Hakanpää et al., 2019b; 

Lugger & Yang, 2007), pitch cues alone may not be sufficient or that it may be outweighed by 

voice quality cues for emotional meaning to be activated during implicit priming, minimising 

the reliance on pitch processing ability during this process in the present study. By contrast, 

emotional connotations were largely determined by the manipulation of the pitch properties 
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within the musical chord stimuli used in Zhou et al. (2019), and hence may have drawn more 

closely on pitch processing ability for emotional meaning to be activated during implicit 

priming. Future research is needed to examine these speculations regarding the possibly 

different weightings of acoustic cues during implicit and explicit auditory emotion processing, 

as the present findings seem to suggest that pitch cues may be particularly relevant for emotion 

processing in prosody and song at the explicit level but not at the implicit level.  

5.4.3. The relationship between alexithymic traits, autism-like traits, and emotion 

processing 

As previous research suggests that alexithymia can account for atypicalities in emotion 

recognition (Cook et al., 2013; Heaton et al., 2012; Ketelaars et al., 2016), one of the objectives 

of this chapter was to evaluate whether alexithymia was related to emotion recognition and 

priming, and whether differences in emotion processing in ASD could be attributed to co-

occurring alexithymia. Multiple linear regression analyses revealed no significant effects of 

alexithymic traits on overall emotion recognition across performance indices. By contrast, 

significant effects of autistic traits on overall emotion recognition speed were depicted over 

and above that of alexithymic traits, with higher autistic traits relating to slower general 

emotion recognition. It should, however, be noted that the effects of autistic traits across groups 

were driven by the NT group, as such effects were only seen in the separate analysis for the 

NT but not ASD group. Nonetheless, the current data provided no evidence in favour of the 

alexithymia hypothesis, which proposes that alexithymia, but not ASD per se, is the source of 

emotion recognition impairments (Bird & Cook, 2013; Cook et al., 2013). This notion, 

nevertheless, remains controversial, given that the current literature in this area reports 

conflicting findings (Allen et al., 2013; Cook et al., 2013; Heaton et al., 2012; Keating et al., 

2021; Ketelaars et al., 2016; Kliemann et al., 2013; Milosavljevic et al., 2016; Ola & Gullon-

Scott, 2020). Notably, the effects of alexithymia on emotion recognition were almost 
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exclusively examined with regards to accuracy in these previous studies, with poorer emotion 

recognition accuracy reported in their ASD groups (Allen et al., 2013; Cook et al., 2013; 

Heaton et al., 2012; Ketelaars et al., 2016). As no impairments in emotion recognition accuracy 

were observed for the ASD group in the present work (as demonstrated in Chapter 3), the 

alexithymia hypothesis could not be reliably attested. It is plausible that the emotion 

recognition task using prototypical expressions had lower sensitivity to detect subtle group 

differences on the accuracy level, and hence the effects of alexithymia. The absent effect of 

alexithymia on emotion recognition speed, in fact, has also been reported in a previous study 

(Ola & Gullon-Scott, 2020). Thus, whether or not co-occurring alexithymia contributes to 

emotion recognition impairments in terms of accuracy but not speed (and efficiency, which has 

not been explored previously) warrants closer examination in future studies with more sensitive 

measures of emotion recognition. Nonetheless, the significant effect of autistic traits on overall 

emotion recognition speed complements findings reported in Chapter 3, such that high autistic 

traits (a distinctive characteristic of the ASD group) were related to slower emotion recognition 

compared to low autistic traits (a distinctive characteristic of the NT group). 

The current data did not provide evidence for the effect of alexithymia on implicit 

emotion priming, contradicting evidence indicating attenuated (e.g., Rosenberg et al., 2020; 

Vermeulen et al., 2006; see Donges & Suslow, 2017; Grynberg et al., 2012 for reviews) or 

elevated implicit emotion processing in alexithymia (J. Parker et al., 1993; Suslow, 1998). On 

the whole, no significant difference in the strength of emotion priming was observed between 

the ASD and NT groups in the present work (as demonstrated in Chapter 4). Again, this implies 

that the alexithymia hypothesis could not be reliably attested. Moreover, no significant effects 

of autistic traits on implicit emotion priming were observed. Together, these findings align well 

with those observed in Chapter 4, such that the ASD and NT groups, which are clearly 
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differentiated by their autistic and alexithymic traits, showed no significant difference in the 

strength of emotion priming, thus the absence of effects of these measures here. 

5.4.4. Limitations 

A number of limitations need to be considered. First, while the possibility of mistyped 

responses due to fatigue and boredom over the number of trials on the Navon task cannot be 

ruled out, another limitation is that the global/local manipulations were completed within-

subjects (i.e., participants responded to both global and local targets depending on the 

designated block). It is possible that participants’ observed cognitive processing style was 

influenced by carryover effects from the within-subjects design, despite the order of 

global/local blocks being counterbalanced between participants. For example, participants 

responding to local targets may show more local bias in the subsequent global block. The cost 

of switching might have limited autistic participants’ biases to be reliably measured in the 

subsequent block, where a particular difficulty in the case of switching attention from a local 

level to a global level has been noted in previous research (Katagiri et al., 2013; Soriano et al., 

2018). In this regard, for autistic participants completing the local block first, their local biases 

could potentially have been exacerbated. This confounding effect, however, does not seem to 

be reflected in the current dataset, as the ASD group did not show significantly more local 

biases in neither the global advantage nor local-to-global interference measures compared to 

the NT group.  

Secondly, as discussed above, there was a relatively small variability in several 

measures of individual differences captured among the current sample, including years of 

musical training (and perhaps the types of instruments trained on) and musical perception 

ability. This limitation might have obscured their associations with emotion processing to be 

observed, contradicting previous research. Moreover, this has further limited the present study 

in examining whether individual differences in these factors correlate with emotion processing 
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to similar extents in autistic and NT individuals, which could have important implications for 

understanding differences in underlying mechanisms of emotion processing between the two 

groups. A larger sample of participants to capture wider variability in individual differences is 

warranted to delve further into this area of research. 

Thirdly, it should be noted that the recruitment of a representative sample of autistic 

and NT individuals meant that group analyses according to the presence and absence of 

alexithymia was not possible. Specifically, the two groups were (almost) distinctively 

differentiated by their alexithymic traits, with all autistic participants having an alexithymic 

score indicative of (possible) alexithymia and the majority of the NT participants having no 

alexithymia with only a few participants with (possible) alexithymia. Hence, there was very 

little overlap in alexithymic scores between the two groups. It is clear that alexithymic trait is 

highly conflated with the ASD diagnosis; the present findings should be interpreted with 

caution as there were no subgroups defined by alexithymic traits within the current ASD 

sample, which is part of the proposal of the alexithymia hypothesis (Bird & Cook, 2013). To 

get a clearer picture of the associations between ASD diagnosis, co-occurring alexithymia, and 

emotion processing impairments, future study designs may incorporate matching the ASD and 

NT groups on the alexithymic measure in a larger sample. 

5.4.5. Chapter summary 

In summary, the investigation of various plausible correlates appears to highlight that 

autistic individuals may employ processing strategies and/or rely on different cues compared 

to NT individuals during explicit emotion recognition. It was found that local-to-global 

interference, an index of cognitive processing style, was significantly associated with emotion 

recognition speed and efficiency in human faces but not face-like objects across groups, which 

was particularly prominent in the NT group. This suggests that global processing that is free 

from interference by local details is particularly relevant for quicker and more efficient emotion 
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recognition, but only for human faces – perhaps due to their special status in visual perception. 

The question of whether the slower and less efficient emotion recognition of human faces in 

the ASD group (as outlined in Chapter 3) could be attributed to higher local-to-global 

interference is inconclusive, given that local-to-global interference was only marginally higher 

in the ASD group relative to the NT group. More musical training, but not musical perception 

ability, was related to better prosodic emotion recognition across the ASD and NT groups. 

Non-vocal pitch perception was a prominent correlate of emotion recognition across auditory 

stimulus types within the NT group. This highlights the cross-domain effects of pitch 

perception in auditory emotion recognition in typical development, while providing novel 

evidence for its role in sung emotion recognition. However, the association between non-vocal 

pitch perception and auditory emotion recognition was not evident within the ASD group. 

Nevertheless, this lack of association may explain why autistic individuals were less efficient 

in auditory emotion recognition, but did not result in poorer auditory emotion recognition 

accuracy, suggesting that autistic individuals may rely on alternative cues to achieve 

comparable accuracy to NT individuals. The lack of association between pitch perception and 

auditory emotion recognition speed in both groups suggests that other factors may be more 

responsible for auditory emotion recognition atypicalities (i.e., slower recognition as observed 

in Chapter 3) in ASD. None of these auditory perception measures were associated with 

implicit emotion priming, suggesting that they may play a specific role only in the explicit 

emotion processing of speech prosody and song. The current data did not provide support for 

the alexithymia hypothesis, such that alexithymic traits did not contribute to emotion 

recognition over and above the effects of autistic traits. This suggests that emotion recognition 

impairments in the ASD group could not be attributed to co-occurring alexithymia, though 

these findings should be interpreted with caution given the high conflation between alexithymic 

traits and ASD diagnosis in the current sample. Altogether, these results shed light on the 
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differences in the underlying nature of emotion recognition between autistic and NT 

individuals which may not be easily depicted from task performance, and thus complementing 

findings reported in previous chapters. 
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Chapter 6: General Discussion 

When discussing the possible sources of the highly mixed findings in the literature on 

emotion processing in autism spectrum disorder (ASD), little attention has been paid to the role 

of communicative domain and level of processing (cf. Harms, Martin, & Wallace, 2010; 

Lozier, Vanmeter, & Marsh, 2014; Uljarevic & Hamilton, 2013; but see Nuske, Vivanti, & 

Dissanayake, 2013). The lack of research into domains other than human faces (such as 

nonhuman faces, speech prosody, and music/song) at both implicit and explicit levels of 

emotion processing, together with the variations in population characteristics and experimental 

designs across studies, have undoubtedly led to difficulties in creating a cohesive picture of the 

general emotion processing ability among autistic individuals. This thesis was, therefore, set 

out to fill these gaps in the literature and to enhance understanding of how, and the extent to 

which, emotion processing in autistic individuals differs from that in neurotypical (NT) 

individuals across development from a multi-domain and -processing-level perspective.  

Various methodologies were used to address four main research questions in this thesis, 

with regards to (i) whether emotion processing ability generalises across different 

communicative domains in ASD, (ii) whether emotion processing ability generalises across 

different levels of processing in ASD, (iii) whether the developmental trajectory of emotion 

processing differs between ASD and NT development, and (iv) whether the relationship 

between emotion processing and several related correlates differed between ASD and NT 

development.  

Here, Section 6.1 summarises and integrates findings from the main studies to address 

the four research questions outlined above and discusses how these findings fit in the current 

literature; Section 6.2 evaluates the implications of the results and their contributions to the 

field of emotion processing in ASD and NT development; Section 6.3 highlights general 
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limitations of this research and outlines future directions of research needs arising from the 

studies within this thesis; and lastly, Section 6.4 provides concluding remarks of this thesis.  

6.1. Summary of findings 

6.1.1. The ability to process emotions generalises across communicative domains in ASD 

This thesis sought to answer the question of whether emotion processing ability 

generalises across domains (i.e., domain-general) or whether it is specific to certain domain(s) 

(i.e., domain-specific) in ASD, when the same participants were involved under the same study 

paradigms in Chapters 3 and 4, respectively. 

In a forced-choice emotion recognition task, Chapter 3 showed that participants with 

ASD were able to recognise emotions from prototypical expressions in human faces, face-like 

objects, speech prosody, and song just as accurately as their NT participants. This general 

ability to accurately recognise emotions across domains, while corroborating previous findings 

in the nonhuman face and music domains (Heaton et al., 1999; Quintin et al., 2011; Rosset et 

al., 2008), appears to stand in contrast to the general view of impaired human facial and 

prosodic emotion recognition accuracy (Doi et al., 2013; Eack et al., 2015; Griffiths et al., 

2019; Pelphrey et al., 2002; Schelinski & von Kriegstein, 2019; L. J. Taylor et al., 2015). 

Several possibilities relating to differences in study methodology may explain this discrepancy, 

such that the present emotion recognition study (i) did not require tolerance to variations 

between target and test expressions as it would on same-different tasks (cf. Greimel et al., 2014; 

see Harms et al., 2010 for a discussion), (ii) used monosyllabic prosodic stimuli extracted from 

the final position of sentences that could potentially contain richer emotional content and 

require less integration of global prosodic features compared to multisyllabic utterances, (iii) 

employed a smaller set of emotions (cf. Berggren et al., 2016; Eack et al., 2015; Sawyer et al., 

2012), and/or (iv) allowed unlimited stimulus presentation and response times (cf. Kliemann 
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et al., 2012; Oerlemans et al., 2014), all of which suggests that the present emotion recognition 

task likely encompasses lower task demands that can obscure differences that might exist 

between the ASD and NT groups. This limitation of the present study will be further discussed 

in Section 6.3 to provide a guide for future research. 

Despite the intact emotion recognition accuracy, participants with ASD were 

significantly slower and less efficient in recognising emotions across domains compared to NT 

participants. This observation although is in line with previous findings in the human face and 

speech prosody domains (Greimel et al., 2014; Ketelaars et al., 2016; Sawyer et al., 2012), it 

contradicts with the comparable recognition speed observed between autistic and NT 

individuals in previous studies on nonhuman faces (namely, cartoon faces) and music (namely, 

instrumental music) (Miyahara et al., 2007; Quintin et al., 2011). The discrepancy in findings 

may be explained by the differences in the stimuli used between these previous studies and the 

present emotion recognition study. For instance, given the moderating effects of perceptual 

complexity on emotion recognition speed of iconic faces (Kendall et al., 2016), the face-like 

object emotional stimuli used in the present study, which were perceptually more complex and 

displayed higher contrasts, may have been a more sensitive medium in detecting group 

differences in comparison to the cartoon stimuli used in the previous study (Miyahara et al., 

2007). With regards to the music domain, the discrepant findings for emotion recognition speed 

between the previous study (Quintin et al., 2011) and the present emotion recognition study 

could perhaps be due to differences in (i) stimulus lengths, such that emotions had to be 

identified after hearing the stimuli for 500ms in the present study compared to those lasting for 

≥ 7s in the previous study and (ii) musicality of the stimuli, such that autistic individuals may 

have been less inclined to orient to sung stimuli in the present study compared to instrumental 

stimuli in the previous study, given that atypical processing of vocal stimuli has been reported 

in ASD (Bidet-Caulet et al., 2017; Gervais et al., 2004).  
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In a cross-modal affective priming task, Chapter 4 showed that the extent to which 

emotion recognition in human faces and face-like objects was primed by emotions conveyed 

in speech prosody and song did not differ between participants with ASD and NT participants 

across accuracy, speed, and efficiency. According to the spreading of activation account, 

affective priming is thought to be a consequence of the preactivation of emotionally congruent 

representations in the conceptual network when the preceding prime stimulus is implicitly 

processed, and thereby facilitating the encoding of subsequent congruent targets (Collins & 

Loftus, 1975; De Houwer & Randell, 2004; Hermans et al., 1994). As affective priming of 

speech prosody and song has not been studied previously in ASD, this intact ability to 

implicitly process emotions from auditory inputs to prime subsequent emotional judgment in 

ASD is a novel finding, which again was found to generalise across domains within the 

auditory modality.  

Although no domain-specific impairments were observed on the priming task, 

discrepant patterns of the weighting between speech prosody and song were observed between 

the ASD and NT groups. Specifically, prosodic but not sung emotions implicitly influenced 

subsequent emotional judgment of human facial expressions across all age groups in the NT 

group, while the reverse was noted in the ASD group, with sung but not prosodic emotions 

implicitly influencing subsequent emotional judgment of human facial expressions across all 

age groups. Explanations for such discrepant patterns between the ASD and NT groups may 

pertain to the special role of speech in perception for NT individuals but not for autistic 

individuals, such that prosodic cues are prioritised over sung cues in the NT group. There is 

evidence to suggest that autistic individuals show lack of preference for and/or atypical initial 

orientation towards speech sounds (Čeponienė et al., 2003; Filipe et al., 2018; Kujala et al., 

2005). These studies prompted the suggestion that ASD may be associated with atypical 
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speech-specific orientation, which may have resulted in the reduced domain-specificity for 

speech stimuli during implicit emotion processing among autistic individuals. 

In summary, autistic individuals seem able to accurately recognise emotions from 

human faces, face-like objects, speech prosody, and song, although they do it in a slower and 

less efficient way than NT individuals. Autistic individuals also showed implicit emotion 

priming of speech prosody and song on human faces and face-like objects comparable to their 

NT counterparts. Taken together with these findings, it could be argued that emotion 

processing ability is domain-general in ASD. That is, the intact recognition accuracy but slower 

recognition speed and poorer efficiency on the emotion recognition task, together with intact 

emotion priming across accuracy, speed, and efficiency on the cross-modal affective task, were 

not specific to particular domains. Although comparable performance was found between 

autistic and NT individuals, atypical weighting between prosodic and sung cues in implicit 

emotion priming was depicted in ASD. Specifically, the prioritisation of prosody over song in 

emotion processing was evident only in the NT group but not in the ASD group. 

6.1.2. The ability to process emotions at the implicit and explicit levels is dissociated in 

ASD 

Prior research has shown that the implicit and explicit emotion processing can be 

dissociated. Considering this is an under-investigated topic in ASD, particularly in the case of 

multiple domains, Chapters 3 and 4 were used to address the question of whether emotion 

processing ability generalises across the implicit and explicit levels of processing in ASD.  

As outlined earlier, Chapter 4 found no difference between autistic and NT individuals 

in their emotion priming of prosodic and sung cues on emotion recognition in human faces and 

face-like objects, suggesting an intact ability to implicitly process emotions in speech prosody 

and song. In comparison to previous affective priming studies, the present findings are in line 

with those in Vanmarcke and Wagemans (2017), who found comparable priming of both coarse 
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and fine emotional faces on subsequent valence judgment of faces between autistic and NT 

individuals, while the present study extended this observation to the priming of speech prosody 

and song. Conversely, the present findings are different from the findings by Kamio et al. 

(2006), who reported impaired priming of emotional faces on liking judgments in ideographs 

in individuals with high-functioning pervasive developmental disorder (HFPDD) relative to 

NT individuals. The discrepancy across the previous and present findings seem to suggest that 

implicitly activated emotional meaning can guide subsequent behaviours that are more 

conceptually related (e.g., emotional/valence judgment) to similar extents between autistic and 

NT individuals. By contrast, atypicality in ASD may relate to the particular case when 

subsequent behaviours are less conceptually related (e.g., liking judgment), in line with 

previous findings showing that autistic individuals rely less on emotional heuristics in decision-

making tasks (De Martino et al., 2008).  

The present finding of intact implicit emotion processing, however, seems to contradict 

numerous studies reporting atypical implicit processing of emotional prosody in ASD (Fan & 

Cheng, 2014; Lindström et al., 2018). Notably, in these previous studies, implicit responses to 

emotional stimuli were measured using neurophysiological methods during passive listening 

tasks (Fan & Cheng, 2014; Lindström et al., 2018), whereas implicit emotion processing was 

measured using behavioural methods through priming in the present study. Thus, the intact 

implicit emotion processing on the behavioural level in the present study does not necessarily 

counter the atypical implicit emotion processing on the neurophysiological level in these 

previous studies in ASD. In fact, this potential mismatch between behaviour and neural 

underpinnings may indicate the contributing role of compensation in the present behavioural 

results. Here, compensation in neurodevelopmental disorders is defined as the process of which 

improves behavioural presentation of the condition, despite persisting core deficit(s) at 

cognitive and/or neurobiological levels (Livingston & Happé, 2017). To achieve typical task 
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performance, it is proposed that ‘compensated’ participants may recruit additional resources, 

such as through neural compensation (see Livingston & Happé, 2017 for a detailed discussion). 

Neural compensation may be evident in additional ‘neural effort’ required from the same neural 

network used by neurotypicals: for example, although similar neural networks were engaged 

during emotion processing of music in autistic and NT groups, significantly greater activation 

in left dorsolateral prefrontal cortex and left rolandic operculum/insula in response to happy 

contrasted with sad music was found in autistic individuals compared to NT individuals 

(Gebauer, Skewes, Westphael, et al., 2014). Alternative to the compensation hypothesis, it is 

also possible that reduced neural activation was not at a threshold for poor behavioural 

performance: for example, although hypoactivation of the premotor area and the left anterior 

insula especially in response to happy music excerpts was observed for autistic participants 

relative to NT participants, behavioural emotional ratings of music pieces overall indicated no 

differences between the two groups (Caria et al., 2011). These findings highlight the 

importance of the combined use of behavioural and neurocognitive measures (e.g., EEG, 

fMRI), which will help to disentangle the disparity between previous electrophysiological 

findings and the present behavioural results with regards to intact behavioural but atypical 

neural implicit processing of emotional prosody. To date, no fMRI studies have been conducted 

to investigate brain activation patterns during implicit emotion processing (priming) of 

auditory stimuli in ASD. Such investigation will provide insights into whether the present 

behavioural results were reflective of neural compensation or low sensitivity of task to reflect 

poor neural encoding. 

Findings from Chapter 3 indicated that the ASD group showed comparable accuracy to 

the NT group in recognising emotions from human faces, face-like objects, speech prosody, 

and song. However, the ASD group was significantly slower and less efficient than the NT 

group in doing so. The impaired recognition speed and efficiency in ASD may be attributed to 



 286 

the use of more deliberative processing strategy (J. B. Grossman et al., 2000; Livingston & 

Happé, 2017; Rutherford & McIntosh, 2007), greater amount of cognitive resources needed for 

processing emotional stimuli (Bhatara et al., 2010; Čeponienė et al., 2003; Gebauer, Skewes, 

Hørlyck, et al., 2014; Guillon et al., 2016; Lepistö et al., 2005; Pavlova et al., 2017), and/or 

generally slower processing speed (Haigh et al., 2018; Hedvall et al., 2013; Oliveras-Rentas et 

al., 2012; Russo-Ponsaran et al., 2015). Thus, the results presented in Chapter 3 highlighted 

intact accuracy but impaired speed (i.e., slower) and efficiency (i.e., lower) of explicit emotion 

recognition in ASD, an observation that has also been noted in previous studies (Ketelaars et 

al., 2016; Lepistö et al., 2005; Waddington et al., 2018). 

Collating findings from the emotion recognition and cross-modal affective priming 

studies presented in Chapters 3 and 4, ASD appears to be associated with impaired explicit but 

spared implicit emotion processing. This observation provides supporting evidence for a 

dissociation between early automatic and late conscious emotion processing (Castner et al., 

2007; Kamio et al., 2006; Padovan et al., 2002; Roux et al., 2010; Suslow et al., 2003; 

Wagenbreth et al., 2016; Wieser et al., 2006), which may reflect the fact that the two levels of 

processing involve distinct neural networks (B. T. Gold et al., 2006; Habel et al., 2007; Rossell 

et al., 2003).  

6.1.3. The developmental trajectory of emotion processing is comparable between ASD 

and NT at the explicit but not implicit levels 

The systematic review’s findings presented in Chapter 2 showed that age was a 

significant predictor of the severity of impairments in emotion recognition accuracy for the six-

emotion composite. Notably, these results represented the age effects where studies 

investigating different domains were pulled together. Due to insufficient data available, further 

analyses to examine the age effects on emotion recognition accuracy separately for each 

domain were precluded. Additionally, the effects of age on emotion processing at the implicit 
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level in ASD have also not been investigated. Thus, Chapters 3 and 4 addressed the scarcity of 

research by examining the developmental trajectories of emotion processing across domains 

and processing levels in ASD versus NT development. 

Chapter 3 showed that age-related improvements were observed regardless of group, 

which varied by domain, emotion, and performance index. Importantly, no interacting effects 

of age group and diagnostic group were observed across domains and emotions, hence 

providing no evidence for different developmental trajectories between the ASD and NT 

groups. These findings appear to contradict those by Rump et al. (2009), who reported age-

related improvement in facial emotion recognition only in the NT group but not in the ASD 

group. However, in Rump et al. (2009), the divergent trajectories were found for the 

recognition of dynamic facial expressions which varied in their subtlety (i.e., from low to high) 

under brief exposure times, unlike the present study which presented static facial stimuli 

varying from intermediate to high intensities without restriction on presentation times. It could 

be the case that the divergent trajectories are reflective of the continued refinement of emotion 

recognition skills for discriminating between more subtle expressions efficiently throughout 

adolescence in NT individuals, which is not seen in autistic individuals (Rump et al., 2009). 

These refined skills might not have been required to the same extent for the recognition of 

prototypical expressions in the present study, and thus any subtle differences between the older 

age groups could have been undetected.  

In addition, the findings of Chapter 3 do not seem to correspond to the review’s findings 

(Chapter 2), which showed that age was a significant predictor of the magnitude of group 

differences as aforementioned. It is noteworthy that the age effect observed in the review was 

only seen for the six-emotion composite but not for the individual emotions. This is perhaps 

due to the fact that individual-emotion data included in the review came from studies exploring 

different numbers and/or combinations of emotions. For example, in Akechi et al. (2010), anger 
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was examined alongside one other emotion only (i.e., fear), whereas in Berggren et al. (2016), 

anger was examined alongside another five emotions (i.e., fear, happiness, sadness, disgust, 

and surprise). Data contributing to the individual-emotion analyses may, therefore, have 

represented different levels of task difficulty than those contributing to the composite analyses, 

which only included data for the recognition of all six emotions combined. Indeed, the 

inclusion of more emotions has been shown to moderate emotion recognition performance in 

ASD relative to NT development (M. Zhang et al., 2021). This is likely due to the increased 

cognitive demands required for distinguishing between all six basic emotions (Hoekert et al., 

2007; M. Zhang et al., 2021). In essence, the present emotion recognition study (Chapter 3) 

examining only four emotions (anger, fear, happiness, and sadness to ensure representativeness 

of expressions conveyed across domains) may have been easier than other studies examining 

more emotions (e.g., Heaton et al., 2012; Hobson et al., 1989; Pelphrey et al., 2002; Philip et 

al., 2010; Rump et al., 2009). Thus, it is plausible that studies including more emotions are 

more sensitive in detecting a divergence in the developmental trajectory of emotion 

recognition. In other words, it may be the case where NT individuals develop more 

sophisticated categorisation skills for distinguishing between a greater number of emotions 

(e.g., > 4) over the developmental course, which draws apart their performance from that by 

autistic individuals to a greater extent as age increases.  

Chapter 4 showed that, at the implicit level, the priming effects of prosodic and sung 

emotions on facial emotion recognition efficiency decreased with age, regardless of group. 

While this may not necessarily imply poorer implicit emotion processing in older participants, 

it was speculated that these age effects may be due to age-related factors influencing the degree 

of cross-modal emotional transfers from the auditory primes onto the visual targets. These 

speculations relate to the possibility of a developmental shift from an auditory to visual 

dominance during multisensory processing (Hirst, Cragg, et al., 2018; Nava & Pavani, 2013; 
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Robinson & Sloutsky, 2004) and/or improved inhibition of automatic responses towards task-

irrelevant emotional content of the auditory primes as age increases (Herba et al., 2006; 

Passarotti et al., 2009; Ravindranath et al., 2020). It is plausible that automatic responses to 

emotional information emerge from a young age (Lobaugh et al., 2006), but the degree of their 

influence on subsequent emotional judgment becomes more dependent on their relevance to 

task demands with increased age. These findings, nevertheless, provided novel evidence that 

the developmental trajectory of implicit emotion priming of prosodic and sung emotions does 

not seem to differ between autistic and NT individuals.  

In summary, results from Chapters 3 and 4 showed that the developmental trajectory of 

implicit and explicit emotion processing is largely comparable between autistic and their NT 

counterparts. This is the specific case for the processing of prototypical expressions conveying 

one of the four basic emotions across human faces, face-like objects, speech prosody, and song 

as investigated in the present work. At the implicit level, it should be noted that the discrepant 

patterns for emotion priming of prosody versus song between the two groups became more 

apparent with increased age (as already discussed in Section 6.1.1). That is, an age-related 

decline for sung but not prosodic emotional cues was seen during implicit emotion priming in 

NT individuals, whereas the reverse was seen in autistic individuals. This particularly 

highlights the special role of prosodic emotional cues in face-to-face conversations in NT 

individuals, where these cues may not be easily inhibited during implicit emotion priming even 

if adults are less susceptible to task-irrelevant interference. At the explicit level, emotion 

recognition was found to improve for both the ASD and NT groups over time, where autistic 

individuals remained comparatively slower and less efficient than their NT counterparts 

throughout development (as discussed in Section 6.1.1). Impairments in emotion recognition 

speed and efficiency may, therefore, not be merely reflective of any developmental delay, 

rather, these impairments may be persistent across the age span in ASD.  
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6.1.4. The underlying processes of explicit emotion recognition differ between ASD and 

NT 

As raised in the review presented in Chapter 2, there is little empirical exploration of 

the processing strategies used to decode emotional expressions, as well as the relationship 

between co-occurring alexithymia and emotion processing in ASD. Chapter 5 was set out to 

examine a number of potential correlates and their relationships with explicit emotion 

recognition (assessed in Chapter 3) and implicit emotion priming (assessed in Chapter 4) to 

gain further understanding of the similarities and differences in the underlying nature of 

emotion processing between the two groups. 

Focusing on the visual modality, cognitive processing style (indexed by local-to-global 

interference but not global advantage) was found to be significantly associated with the speed 

and efficiency of emotion recognition in human faces across the ASD and NT groups. Notably, 

when examining this association separately for each group, it only remained significant for the 

NT group but not the ASD group. It is speculated that the lack of association observed for the 

ASD group may be due to the homogenous datapoints in the local-to-global interference 

measure, where most datapoints narrowly distributed on the positive end of the measure 

(indicative of higher local-to-global interference). This narrow distribution of data may have, 

therefore, minimised its association with facial emotion recognition to be observed in the ASD 

group alone. Nevertheless, findings from previous research and the present work appear to 

converge on the notion regarding the relevance of global processing as the default perceptual 

strategy in facial emotion recognition. Namely, while better facial emotion recognition was 

related to increased preference for global responses in previous work by Gross (2005), the 

present work extended this by showing that better facial emotion recognition was related to 

fewer interruptions to global processing due to initial orientation towards local details. 

However, it remains inconclusive whether the slower and less efficient facial emotion 
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recognition in the ASD group (as demonstrated in Chapter 3) could be attributed to higher 

local-to-global interference, given that local-to-global interference was only marginally higher 

in the ASD group relative to the NT group. Interestingly, no significant associations between 

cognitive processing style and emotion recognition of face-like object expressions were 

observed across nor within groups. This could be due to human faces being more special 

(compared to nonhuman faces) in visual perception (Akdeniz, 2020; Rosset et al., 2010), where 

interference-free global processing is particularly relevant for the recognition of human facial 

expressions, but not for face-like object expressions. While these findings provide novel 

evidence for a lack of association between cognitive processing style and emotion recognition 

of face-like objects, it remains uncertain what may be underlying the slower and less efficient 

emotion recognition of face-like objects in the ASD group (see Chapter 3). 

Focusing on the auditory modality, musical perception ability was not associated with 

auditory emotion recognition both across and within the ASD and NT groups. Nevertheless, 

more musical training was found to be related to more accurate and efficient prosodic emotion 

recognition when the ASD and NT groups were pulled together, consistent with previous 

research (Correia et al., 2020; Farmer et al., 2020; Lima & Castro, 2011b; W. F. Thompson et 

al., 2004). This association was, however, not observed within either group separately, likely 

due to the low number of participants with extensive musical training when broken down by 

group. It was, therefore, not possible to infer whether the effects of musical training on prosodic 

emotion recognition are evident to similar extents between the two groups. Musical training, 

however, did not correlate with emotion recognition in song both across and within groups. 

One possible explanation for this nil association may relate to the differences in the musicality 

of the instrument learnt by musicians and the musicality of the stimuli presented. For instance, 

the majority of participants who had undertaken musical training in the present study practised 

on various types of instruments, with only a handful of participants who were trained in singing. 
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Their musical expertise may, therefore, have been less applicable to emotion recognition of 

transient cues in the singing voice. This speculation, however, appears to conflict with the 

association observed between musical training and emotion recognition in speech prosody and 

warrants further investigation with a larger sample of participants having more diverged 

musical training background.  

With regard to pitch perception ability, it was found to be associated with more accurate 

and efficient emotion recognition in both prosody and song within the NT group. This 

observation across domains within the auditory modality provides supporting evidence that 

emotion processing in the two domains may involve overlapping underlying mechanisms 

(Escoffier et al., 2013). Conversely, no such associations were seen in the ASD group, which 

could be interpreted as that pitch information may not be as readily available for autistic 

individuals during auditory emotion recognition as opposed to NT individuals, in line with 

previous research (Schelinski & von Kriegstein, 2019; but see Globerson et al., 2015). While 

this lack of association may explain why emotion recognition efficiency in prosody and song 

was poorer in the ASD group (as shown in Chapter 3), it remains unclear why emotion 

recognition was slower in this group. Moreover, despite this lack of association, the ASD group 

performed just as accurately as the NT group, suggesting that autistic individuals may rely on 

alternative cues such as timbre/voice quality to achieve similar levels of accuracy in auditory 

emotion recognition among NT individuals. Taken together, as none of the auditory-related 

measures correlated with emotion recognition speed for prosody and song, it remains uncertain 

what may underlie the slower auditory emotion recognition in the ASD group relative to the 

NT group (as demonstrated in Chapter 3). Furthermore, none of these auditory perception 

measures were associated with implicit emotion priming of prosody and song in the two 

groups. 
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Chapter 5 did not provide supporting evidence for the alexithymia hypothesis (Bird & 

Cook, 2013). In particular, alexithymic traits did not contribute to emotion recognition 

impairments (i.e., slower speed) over and above the effects of autistic traits. This suggests that 

emotion recognition impairments in the ASD group could not be attributed to co-occurring 

alexithymia. It is, however, important to note that there was a high conflation between 

alexithymic traits and the ASD diagnosis in the current sample (i.e., the ASD group was 

distinctively characterised by significantly higher alexithymic traits). Neither alexithymic traits 

nor autistic traits predicted overall emotion recognition accuracy and the strength of emotion 

priming across performance indices. These nil associations complement the observation of 

comparable performance between groups in these aspects as demonstrated in Chapters 3 and 

4. 

Altogether, the findings presented in Chapter 5 showed that the underlying processing 

strategies for explicit emotion recognition appeared to differ between autistic and NT 

individuals, especially for pitch perception relevant for emotion recognition accuracy and 

efficiency for speech prosody and song, and perhaps also for cognitive processing style relevant 

for emotion recognition speed and efficiency for human faces. The underlying processes of 

emotion recognition in face-like objects remains unclear, as it did not correlate with cognitive 

processing style. Additionally, none of the correlates examined in this study represented an 

underlying role in implicit emotion priming for either group. Thus, it also remains uncertain 

whether the strategies underlying emotion processing at the implicit level differ between the 

ASD and NT groups. Finally, emotion processing differences between the two groups, namely 

the slower and less efficient emotion recognition in ASD (as shown in Chapter 3), could not 

be attributed to co-occurring alexithymia based on the current data.   
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6.2. Implications of findings and their contributions to the field 

Evidence from separate studies in the existing literature appeared to show a dissociation 

of emotion processing ability across domains in ASD – that is, emotion processing impairments 

seemed to be confined to the human face domain (Lozier et al., 2014; Uljarevic & Hamilton, 

2013) and/or speech prosody domain (Baker et al., 2010; Doi et al., 2013; Ketelaars et al., 

2016; Schelinski & von Kriegstein, 2019), with a largely preserved ability observed for the 

nonhuman face domain (Brosnan et al., 2015; Rosset et al., 2008) and music domain (Heaton 

et al., 1999; Quintin et al., 2011). For the first time, emotion processing of these domains was 

evaluated simultaneously at the implicit (i.e., speech and song) and explicit levels (i.e., human 

faces, face-like objects, speech, and song), using the same participant sample of a wide age 

range (7-56 years), closely matched sets of stimuli, and a fixed number and combination of 

emotions (i.e., anger, fear, happiness, and sadness). In addition, the use of individual-level 

matching on age, gender, verbal and nonverbal ability, as well as the use of multiple 

performance indices (i.e., accuracy, speed, and efficiency), allowed for more reliable and 

sensitive comparisons to be made between autistic and NT individuals. Exerting greater control 

over variability across studies and confounding factors within studies, the research presented 

in this thesis provided evidence suggesting a generalised emotion processing ability across 

domains and emotions in ASD (i.e., impairments are not specific to certain domain(s) and/or 

emotion(s)), where there appears to be a dissociation between implicit and explicit levels of 

processing (i.e., impaired recognition speed and efficiency at the explicit level but spared 

priming at the implicit level).  

The findings presented in this thesis have theoretical implications for the debates over 

the domain-generality versus domain-specificity of emotion processing in ASD and NT 

development (Borod et al., 2000; Bowers et al., 1993; Connolly et al., 2020; Lewis et al., 2016; 

Lima et al., 2013; Nuske et al., 2013; Peelen et al., 2010; K. R. Scherer & Scherer, 2011; 
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Schlegel et al., 2012). The present findings corroborated and extended previous research in 

showing a generalised emotion processing ability in ASD not only across the human face and 

speech prosody domains (Jones et al., 2011; Lerner et al., 2013; Philip et al., 2010), but also in 

the nonhuman face (in this case face-like objects) and music (in this case song) domains. 

Findings from Chapters 3, 4, and 5, together, lent support to the notion that both 

domain-specific and domain-general factors contribute to emotion perception, with more 

recent work demonstrating that the two factors are organised within a hierarchical structure 

(i.e., comprising a supramodal emotion recognition factor superordinating over and above 

domain-specific factors; Connolly et al., 2020). With this in mind, autistic individuals appear 

to show impairments at the supramodal domain-general level of the hierarchy (i.e., slower and 

less efficient emotion recognition across all domains; as demonstrated in Chapter 3), as well as 

atypicalities in the subordinating domain-specific factors (i.e., a lack of association between 

pitch processing ability and auditory emotion recognition and perhaps a (marginally) atypical 

cognitive processing style relevant for facial emotion recognition; as demonstrated in Chapter 

5). In addition, the present work provides insights into the plausibility of this emotion 

perception hierarchy representing the human face, voice and body domains in Connolly et al. 

(2020) to hold for additional domains such as nonhuman faces and song. The inclusion of 

additional domains to the hierarchy will enable closer inspection into how the different 

domains are weighted in this hierarchy, given the present findings suggest an advantage for 

speech over song in emotion processing in NT individuals that was not seen in autistic 

individuals (as shown in Chapter 4). It should be noted that it remains uncertain whether and 

how domain-general and domain-specific factors interact to influence the behavioural 

manifestation in ASD, provided that the atypicalities in the domain-specific factors did not 

always correspond to impairments observed at the domain-general level (i.e., intact auditory 

emotion recognition accuracy in ASD was seen despite its lack of association with pitch 
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perception ability). Nonetheless, the research presented in this thesis went beyond considering 

emotion processing impairments in ASD as an all-or-nothing phenomenon; any emotion 

processing difficulties and/or differences in ASD could be understood within the context of 

this emotion perception hierarchy, while providing evidence that contributes to the domain-

specificity versus domain-generality debates. 

The research presented in this thesis also has implications for the debates regarding 

whether emotion processing impairments in ASD are specific to certain emotions. According 

to the amygdala theory of autism, dysfunction of the amygdala in ASD was hypothesised to 

result in poorer recognition of fear and other negative emotions specifically (Ashwin et al., 

2006; Baron-Cohen et al., 2000; Howard et al., 2000). However, the findings from Chapters 3 

and 4 provided evidence against this account and showed no specific impairments for the 

different emotions, while corroborating previous findings of general ability (or impairment) 

for all emotions in ASD (Baker et al., 2010; Boggs & Gross, 2010; Lindner & Rosén, 2006; 

Sawyer et al., 2012; Song et al., 2020; Waddington et al., 2018).  

Despite the nil effects of individual emotion on group differences, this thesis advances our 

knowledge about the role of individual emotion in emotion recognition and their varying 

developmental trajectories in ASD and NT development. As summarised in Section 3.4.3, 

some emotions were better recognised than others depending on the domain for both groups, 

regardless of age. This implies that some emotions may provide more salient cues than others 

in a given domain (e.g., anger was better recognised through prosody and song, whereas fear 

was better recognised through faces and object). These findings further support the notion that 

different domains do not merely carry redundant information for emotion processing (App et 

al., 2011; Elfenbein & Ambady, 2002), underscoring the importance to flexibly process 

emotions from different sources to obtain more reliable impressions of others’ emotional states. 

Moreover, the developmental trajectory of emotion recognition was found to vary across 
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emotions depending on the domain (e.g., more protracted trajectories were found for the 

recognition accuracy of anger and fear in faces, sadness in objects, all emotions in speech, and 

fear in song as compared to other emotions in their given domain). By implementing a detailed 

investigation of the interacting effects of age, domain, and emotion, this thesis not only 

provided novel insights into the development of emotion recognition in ASD, but also in NT 

development, as, to the best of my knowledge, no previous studies have investigated emotion 

recognition across these three variables simultaneously in either population. 

Some potential practical implications of the research presented in this thesis could also 

be illustrated. Emotion processing impairments were mainly observed at the explicit level. 

Recognising both the strengths and weaknesses of the emotion processing ability in ASD, it is 

important to note that autistic individuals were able to recognise emotions from prototypical 

expressions just as accurately as their NT counterparts when given sufficient time to process. 

Undoubtedly, the speed of emotion recognition is just as crucial as accuracy in order to respond 

to others’ emotional states in an appropriate timely manner. Alternatively, without sufficient 

processing time in naturally dynamic social situations due to brief exposures to emotional cues, 

autistic individuals would likely produce less accurate emotional judgments as a trade-off. 

Interventions designed to strengthen the efficiency (comprising both accuracy and speed) of 

emotion recognition skills in ASD would be most beneficial in the long run. A number of 

interventions have previously been developed to enhance emotion recognition ability in ASD, 

with technology-based interventions being shown to significantly improve intervention effects 

to a greater extent than non-technology-based interventions (Zhi et al., 2021). The majority of 

these interventions have focused on targeting the human face domain – FaceSayTM, Ucime 

Emocii (Learning Emotions), MIX, and The Transporters (Rice et al., 2015; Russo-Ponsaran 

et al., 2016; Vasilevska Petrovska & Trajkovski, 2019; Young & Posselt, 2012) – while less 
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emphasis has been placed on other domains, including speech prosody – an alternative 

important cue to others’ emotions in real-world scenarios (Matsumoto et al., 2012).  

Showing that emotion recognition ability is generalised across domains (as 

demonstrated in Chapter 3), an improvement in one domain could perhaps result in 

improvement in another. Previous research has shown that autistic individuals have great 

interest in nonhuman faces such as cartoons (Anthony et al., 2013; Grelotti et al., 2005; Kuo et 

al., 2014; Spiker et al., 2012) and music such as songs (Allen et al., 2009b, 2009a; Brownell, 

2002). Given the non-threatening nature of these stimuli in the sense of direct interpersonal 

interactions, they could be used as motivational tools for learning emotion recognition skills in 

a safe, accepting setting that could perhaps benefit skills for the human face and speech prosody 

domains in return. In combination with the benefits of technology-based interventions, such as 

reduced social withdrawal behaviours, anxiety, and fear in autistic individuals (Kinsella et al., 

2017; Zhi et al., 2021), the additional use of motivating stimuli such as face-like objects and 

song may especially maximise outcomes of the interventions. Moreover, the use of didactic 

instructions, repeated practice, and increased presentation speeds together have been shown to 

be particularly useful for improving emotion recognition not only for accuracy but also for 

speed (Russo-Ponsaran et al., 2016), which was found to be a particular weakness of emotion 

recognition in autistic individuals (Chapter 3).  

In addition, the intact priming effects of prosodic and sung emotions on emotional 

judgment of human faces could have potential implications for intervention designs. If playing 

congruent prosodic and sung emotional primes to enhance facial emotion recognition skills 

proves effective, it could form the basis of interventions to boost the decoding of facial 

expressions. In this regard, the positive intervention effects of song on facial emotion 

recognition have been demonstrated in previous work by Katagiri (2009). As discussed in 

Chapter 4, the reduced speech-orientation at an early stage of emotion processing may underlie 
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social communication difficulties within interpersonal contexts. Future interventions may, 

thus, be guided to incorporate speech prosody in addition to song as a facilitating tool for facial 

emotion recognition, in order to strengthen the cross-modal transfers between the two domains. 

Taking advantage of the larger priming effects observed at a younger age (as observed in 

Chapter 4), such intervention would perhaps work best earlier in life – that is, prior to the start 

of the age-related decline in cross-modal influence of the auditory emotions (particularly of 

prosodic cues) on facial emotional judgment in ASD. However, this paradigm has only been 

shown to facilitate emotion recognition of human faces but not of face-like objects. Moreover, 

whether this paradigm could facilitate emotion recognition of speech prosody and song in 

reverse remains unknown. Future work examining whether and how these approaches are 

effective will further help practitioners develop interventions or learning shortcuts to 

improving the quality of social interactions in ASD.  

6.3. Limitations and future directions 

The studies presented throughout this thesis took care to explore the research aims of 

each chapter. However, there are limitations that must be acknowledged in order to develop on 

work in this area in future. Limitations and recommendations for future research specific to 

aspects of each study have been discussed throughout this work, and hence the more general 

points applicable to this thesis as a whole, as well as the challenges of conducting this kind of 

research, will be discussed below. 

As ASD affects only 1-2% of the general population (Baron-Cohen et al., 2009; Brugha 

et al., 2016; Chiarotti & Venerosi, 2020), a challenging part of conducting research with ASD 

populations is to reach recruitment goals for an adequate sample size, even with a great amount 

of effort (Ahmed et al., 2020). Moreover, approximately half of the ASD population have a 

comorbid intellectual disability (Charman et al., 2011; Postorino et al., 2016), preventing them 
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from participating in the studies of this thesis due to the cognitive demands of the tasks 

involved. The need to recruit and test an equal number of age-, gender-, verbal- and nonverbal-

ability matched controls pose further challenges. The total number of 76 participants (ASD: N 

= 38; NT: N = 38) was not sufficient for detecting the Diagnostic group ´ Age group ́  Domain 

´ Emotion interaction in the emotion recognition study (Section 3.2.1) nor the Diagnostic 

group ́  Age group ´ Prime type ´ Target type interaction in the cross-modal affective priming 

study (Section 4.2.1). According to the a priori power analysis, at least 266 participants (ASD: 

N = 133; NT: N = 133) and 158 (ASD: N = 79; NT: N = 79) would have been required to reach 

the desired power of 0.80 for the complex designs of the emotion recognition and cross-modal 

affective priming studies, respectively. This was, unfortunately, not feasible to achieve, given 

the difficulties associated with recruiting and testing autistic individuals under a limited 

timeframe. Although the emotion recognition study presented in Chapter 3 may have been 

limited in power to detect the four-way interaction outlined above, separate three-way 

interactions of Diagnostic group ´ Domain ´ Emotion and Age group ´ Domain ´ Emotion 

were, nonetheless, depicted significant. In addition, despite reduced power, the four-way 

interaction of Diagnostic group ´ Age group ´ Prime type ´ Target type was found to be 

significant for the accuracy measure in the cross-modal affective priming study presented in 

Chapter 4. Effect sizes were presented for all effects and interactions, by which the present 

results could be treated as preliminary and guide future large-scale studies in this area – 

particularly to scrutinise the current null finding of the four-way interaction in the emotion 

recognition task, which would provide further insights into whether the developmental 

trajectory differs between groups depending on the domain and emotion presented. 

As briefly mentioned above, all participants with ASD who took part in the studies of 

this thesis did not have comorbid intellectual disability, which was determined by their verbal 

(i.e., standard score of ≥ 70 on the ROWPVT-4; Martin & Brownell, 2011) and nonverbal 
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ability (i.e., percentile of ≥ 5th on the RSPM; Raven, 1983). Hence, the effects that were 

observed in the present work could not be generalised to individuals on the spectrum with lower 

verbal and/or nonverbal abilities. Although full-scale IQ, verbal IQ, and nonverbal IQ have 

been shown to be nonsignificant predictors of the severity of relative impairments in ASD (as 

demonstrated in Chapter 2 and also in Lozier et al., 2014 and Uljarevic & Hamilton, 2013), 

exploration of whether and how the emotion processing differs across the IQ spectrum among 

autistic individuals could further provide insights into the heterogeneity of this condition. 

Future research would benefit from adapting tasks that would appropriately accommodate 

variations in verbal and nonverbal ability of participants, in order to assess implicit and explicit 

emotion processing for the different communicative domains in a wider population of 

individuals across the autism spectrum within the same study.  

Given the somewhat exploratory nature of the main experimental studies presented in 

Chapters 3 and 4 to investigate emotion processing in ASD from a multi-domain perspective, 

prototypical emotional expressions were used as stimuli that signified relatively comparable 

levels of recognition difficulty across domains. As such, the emotions expressed in the human 

face and speech prosody stimuli might have been easier to recognise in the present work 

compared to those in previous studies (as discussed in Section 6.1.1), in order to match the 

face-like object and song stimuli (which had not been investigated previously in the autism 

literature) on the level of recognition difficulty as closely as possible. Specifically, stimuli with 

moderately high recognition rates and intermediate intensity ratings based on the validation 

results (see Section 3.2.3) were selected to accommodate the wide age range of participants 

(i.e., to prevent floor effects in child participants) and to ensure sufficient saliency of these 

stimuli to be used as prime stimuli in the cross-modal affective priming task. It is possible that 

the use of prototypical expressions may have reduced the sensitivity of the present tasks in 

detecting subtle differences between the ASD and NT groups, not only for human faces and 
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speech prosody, but also for face-like objects and song. Thus, largely intact performance was 

observed on both the recognition and priming tasks, where any group differences that existed 

might have been obscured. It is likely that as expressions become more subtle (i.e., less 

prototypical), they become more difficult to categorise – these subtle expressions may, in fact, 

represent more naturally occurring expressions. Experimental manipulation of the emotional 

intensities of stimuli across domains may facilitate task sensitivity in detecting subtle group 

differences, as well as establishing the threshold at which potential group differences emerge, 

as seen for the human face domain in the literature (Law Smith et al., 2010; Rump et al., 2009; 

S. Wang & Adolphs, 2017). Future studies should take the present findings on prototypical 

expressions further by including more subtle expressions to extend understanding of emotion 

processing ability in ASD. 

The use of more subtle expressions (e.g., expressions at low intensity levels) may also 

increase sensitivity to detect differences in the developmental trajectories of emotion 

processing between autistic and NT individuals when more sophisticated categorisation skills 

are needed, as seen with human faces in Rump et al. (2009). On this note, it should be 

considered that, it was not possible to partition the three age groups further into groups with 

narrower age ranges, given the small sample size of the present study. Although this thesis 

attempted to compare the developmental trajectories of emotion processing between ASD and 

NT development, the use of three age groups comprising relatively wide age ranges may have 

precluded the detection of subtle differences or delays in the ASD group relative to the NT 

group across development. The high sample sizes of large-scale studies, as well as future 

longitudinal studies, are needed to provide more precise developmental changes in emotion 

processing ability across the age span in autistic individuals relative to NT individuals. This 

would allow interventions to be effectively implemented during the critical time window of the 

development of emotion processing in ASD. 
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 One of the main aims of the priming study presented in Chapter 4 was to investigate 

how implicit, automatic processing of emotional cues manifests behaviourally through priming 

in ASD and NT development. However, the unexpected finding of stronger priming effects in 

children than in adults makes it speculative regarding the possibility of attentional influence on 

the priming effects observed. This seemingly poses an important limitation of the investigation 

of implicit emotion processing in this study, as under the classical view of executive control 

and automaticity, an automatic process is one that could not be stopped, altered, or avoided 

(Posner & Snyder, 1975; Schneider & Shiffrin, 1977). As discussed in Section 4.4.2, some 

tentative explanations were put forward for this finding. First, the reduced facilitatory effects 

of the primes in adults may be due to an age-related improvement in cognitive control over 

automatic responses to emotional content conveyed by the primes, which is irrelevant to the 

central task (Passarotti et al., 2009; Ravindranath et al., 2020). Secondly, the age-related 

differences in priming may be related to the different mechanisms recruited in affective 

priming by children versus adults. According to Posner and Snyder’s (1975) two-process 

theory, automatic aspects of semantic priming lead to facilitation of congruent cues with no 

inhibition of incongruent cues (i.e., due to interference), whereas conscious anticipatory effects 

of response priming lead to facilitation of congruent cues as well as inhibition of incongruent 

cues (i.e., due to interference). Given that children’s attention is more easily captured by salient 

stimuli or events in their surroundings (Farrant & Uddin, 2015; Wainwright & Bryson, 2002), 

response priming mechanisms (i.e., involving conscious strategic processes) may have been 

recruited for affective priming in the present study. Conversely, adults may have recruited 

semantic priming mechanisms (i.e., involving automatic processes), perhaps due to increased 

experience and/or knowledge that may have strengthened emotional concepts in the associative 

network for affective priming through spreading activation (Gawronski & Bodenhausen, 2005; 

Öhman et al., 2012). The priming effects, calculated as the difference between the recognition 
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of congruent versus incongruent targets in this study presented in Chapter 4, may therefore 

have been larger in children, since both the effects of facilitation and inhibition would have 

been observed due to response priming. Thirdly, children and adults may both have recruited 

response priming mechanisms in affective priming, but adults were able to inhibit automatic 

responses to both congruent and incongruent cues, resulting in smaller priming effects in 

adults.  

The current findings could not, however, confirm any of these postulations, as the 

implementation of neutral primes would be required to distinguish between facilitatory and 

inhibition effects, in order to infer which mechanisms had been used for affective priming in 

this study. More importantly, all three postulations would imply the possibility of attentional 

influence on the affective priming effects observed in this study to some degree, despite the 

careful consideration of inducing automatic emotion processing through manipulating the SOA 

to 200ms, a period that has been confirmed to reflect automatic, rather than conscious, emotion 

processing (Hermans et al., 1994, 2001; Herring et al., 2013). If indeed attentional influence 

had acted on the priming effects observed in this study presented in Chapter 4, these findings, 

nevertheless, may be most compatible with the more recent views under the refined theories of 

automaticity, particularly the attentional sensitization model of unconscious cognition (Kiefer, 

2007, 2012; Kiefer & Martens, 2010; Moors & De Houwer, 2006; Naccache et al., 2002; O. 

Neumann, 1990). In contrast to the classical views of executive control and automaticity 

(Moors & De Houwer, 2006; Posner & Snyder, 1975; W. Schneider & Shiffrin, 1977), these 

refined theories posit that automatic processing depends on a configuration of the cognitive 

system by attention and task sets. That is, executive control factors such as attention, intention, 

and task sets amplify corresponding unconscious processing streams toward optimization of 

task performance by facilitating task-relevant unconscious processes, while attenuating task-

irrelevant unconscious processes. Under the postulations of these refined theories, automatic 
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processing is under executive control to some extent (Kiefer & Martens, 2010; Moors & De 

Houwer, 2006; Naccache et al., 2002; O. Neumann, 1990). Accordingly, the priming effects 

observed in the study presented in Chapter 4 may be best interpreted as an implicit process that 

is modulated by executive control. The postulated modulatory role of executive control over 

emotional interference from the primes (which are task-irrelevant regardless of its congruence 

to the targets) may prompt further discussion over the interplay between domain-general and 

domain-specific processes in implicit emotion processing. Related to this, previous 

neuroimaging studies have revealed inconsistent results regarding the neural systems that 

mediate emotional interference: some studies reported that a domain-general cognitive control 

network is engaged in both emotional and nonemotional interference processing (e.g., the 

dorsal anterior cingulate cortex and the lateral prefrontal cortex; Chechko et al., 2012; Chen et 

al., 2018; Torres-Quesada et al., 2014; Xu et al., 2016), while other studies reported a domain-

specific network during interference processing in emotional but not nonemotional contexts 

(e.g., the amygdala and rostral anterior cingulate cortex; Etkin et al., 2011; Mitchell et al., 

2003). Drawing on the postulation that the perception of socioemotional information entails 

both domain-general processes (e.g., to respond to salient cues regardless of its social 

relevance) and domain-specific processes (e.g., to facilitate response to cues given its social 

relevance) (as discussed in Section 1.3), it is possible that the seemingly conflicting findings 

of similar versus different brain networks involved in emotion and nonemotion interference 

processing may reflect a complementary interplay between domain-general and domain-

specific processes. Nonetheless, the role of domain-general mechanisms underlying emotion 

interference processing provides a plausible explanation for why an age-related decline for the 

implicit influence of emotional primes was seen in the present study, where the reduced smaller 

priming effects in adults may be due to improved domain-general cognitive control processes 

across development (Passarotti et al., 2009; Ravindranath et al., 2020). Future studies should 
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address the following in order to better understand the processes of implicit emotion priming 

in ASD and NT development: (i) to examine whether the present findings were confounded by 

attentional influences through distinguishing between facilitatory and inhibition effects, (ii) to 

further scrutinise the age-related differences in affective priming, such as whether automatic 

mechanisms could be recruited for affective priming in children, as affective priming is not 

well-understood from a developmental perspective; and (iii) if attentional influences are 

present under the paradigm with an SOA of 200ms, to control for the amount of attention 

devoted to affective priming through stricter manipulation of the SOA.  

Finally, despite the initial attempts to outline the behavioural manifestations of emotion 

processing in autistic individuals in this thesis, there is a need for future work to take these 

findings further by demonstrating real-world applications of the similarities and differences in 

emotion processing between autistic and NT individuals. An important avenue for future 

research is to establish whether and to what extent do these differences translate to aversive 

socio-emotional reciprocity in natural social situations, which could perhaps in turn affect 

individuals’ social well-being. In this sense, it is important to denote what these differences 

mean for autistic individuals, in order to offer more targeted interventions or learning shortcuts 

that would make a difference and contribute to more fulfilling life experiences for this 

population. On this note, an important observation in this thesis is that the underlying processes 

of emotion recognition, appear to differ between groups, specifically the reliance on pitch cues. 

Nonetheless, autistic individuals were able achieve similar levels of accuracy to NT individuals 

in auditory emotion recognition. Future research should also continue to identify these 

compensatory and/or potentially learned strategies that contribute to positive consequences as 

such, in hope to provide insights into the optimal contexts for autistic individuals to accomplish 

successful social interactions in daily life. 
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6.4. Concluding remarks 

This thesis centres on the understanding of implicit and explicit emotion processing 

across different nonverbal communicative domains, as well as their underlying processes, in 

autistic and NT individuals throughout development. The studies presented in this thesis 

demonstrated that (i) emotion processing ability generalises across domains including human 

faces, face-like objects, speech prosody, and song, (ii) implicit and explicit emotion processing 

abilities in ASD may be dissociated, with impaired (i.e., slower and less efficient) explicit 

emotion recognition and spared implicit emotion priming in ASD, (iii) the developmental 

trajectory of implicit and explicit emotion processing is largely comparable in ASD and NT 

development, except that the priming of prosodic emotional cues becomes less important with 

age in ASD but not in NT, (iv) the underlying processes of explicit emotion recognition appear 

to differ between autistic and NT individuals with respect to pitch perception in prosodic and 

sung emotion recognition and perhaps cognitive processing style in facial emotion recognition, 

while those of implicit emotion priming of prosody and song could not be attributed to any of 

the measures explored in this thesis for either group, including musical training, musical 

perception, and pitch perception, and (v) emotion processing differences between autistic and 

NT individuals could not be explained by co-occurring alexithymia above and beyond autistic 

traits. These findings have shed light on the behavioural profile of emotion processing ability 

in ASD, which has led to a number of important theoretical and practical implications. The 

studies presented in this thesis are first of its kind and are thus somewhat exploratory; while 

these findings provide preliminary evidence for the emotion processing ability of autistic 

individuals from a multi-domain perspective, prospective research should attempt to address 

the limitations of the current studies. Importantly, this thesis showed that rather than focusing 

on emotion processing impairments in ASD as an all-or-nothing phenomenon, it may be useful 

to understand difficulties as well as differences in ASD related to both general (applicable to 
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all domains) and specific (relevant to specific domains) aspects of emotion processing. It is 

hoped that the current thesis will help practitioners develop more targeted interventions or 

learning shortcuts to improving emotion processing skills that may facilitate better function 

and quality of social interactions in ASD.  
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Appendix B. 

The Critical Appraisal Skills Programme (CASP) case control study checklist used for 

quality assessment in the systematic review and meta-analysis presented in Chapter 2. 

 

 

CASP Checklist: 11 questions to help you make sense of a Case Control Study 

How to use this appraisal tool: Three broad issues need to be considered when appraising a 

case control study: 

  Are the results of the study valid? (Section A) 

  What are the results? (Section B) 

  Will the results help locally? (Section C) 

The 11 questions on the following pages are designed to help you think about these issues 

systematically. The first three questions are screening questions and can be answered 

quickly. If the answer to both is “yes”, it is worth proceeding with the remaining questions. 
There is some degree of overlap between the questions, you are asked to record a “yes”, 
“no” or “can’t tell” to most of the questions. A number of italicised prompts are given after 
each question. These are designed to remind you why the question is important. Record your 

reasons for your answers in the spaces provided. 

About: These checklists were designed to be used as educational pedagogic tools, as part of a 

workshop setting, therefore we do not suggest a scoring system. The core CASP checklists 

(randomised controlled trial & systematic review) were based on JAMA 'Users’ guides to the 
medical literature 1994 (adapted from Guyatt GH, Sackett DL, and Cook DJ), and piloted with 

health care practitioners. 

For each new checklist, a group of experts were assembled to develop and pilot the checklist 

and the workshop format with which it would be used. Over the years overall adjustments 

have been made to the format, but a recent survey of checklist users reiterated that the basic 

format continues to be useful and appropriate. 

Referencing: we recommend using the Harvard style citation, i.e.: Critical Appraisal Skills 
Programme (2018). CASP (insert name of checklist i.e. Case Control Study) Checklist. [online] 
Available at:  URL. Accessed: Date Accessed. 

©CASP this work is licensed under the Creative Commons Attribution – Non-Commercial-

Share A like. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc-

sa/3.0/ www.casp-uk.net  

Critical Appraisal Skills Programme (CASP) part of Oxford Centre for Triple Value Healthcare Ltd  www.casp-uk.net 
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2 

Section A: Are the results of the trial valid? 

1. Did the study address a
clearly focused issue?

Yes HINT: An issue can be ‘focused’ In terms of 
• the population studied

• Whether the study tried to detect a
beneficial or harmful effect 

• the risk factors studied

Can’t Tell 

No 

Comments: 

2. Did the authors use an
appropriate method to
answer their question?

Yes HINT: Consider 
• Is a case control study an appropriate

way of answering the question under
the circumstances 

• Did it address the study question

Can’t Tell 

No 

Comments: 

Paper for appraisal and reference:............................................................................................................
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3 

 

Is it worth continuing? 

 

 

3. Were the cases recruited in 

an acceptable way? 

Yes  

 

HINT: We are looking for selection bias 

which might compromise validity of the 

findings 

• are the cases defined precisely 

• were the cases representative of a 

defined population (geographically 

and/or temporally) 

• was there an established reliable 

system for selecting all the cases 

• are they incident or prevalent 

• is there something special about the 

cases 

• is the time frame of the study 

relevant to disease/exposure 

• was there a sufficient number of 

cases selected 

• was there a power calculation 

 

 

Can’t Tell  

 

No   

  

Comments: 

 

 

4. Were the controls selected in 

an acceptable way? 

Yes  

 

HINT: We are looking for selection bias 

which might compromise the 

generalisability of the findings 

• were the controls representative of the 

defined population (geographically 

and/or temporally) 

• was there something special about 

the controls 

• was the non-response high, could 

non-respondents be different in 

any way 

• are they matched, population 

based or randomly selected 

• was there a sufficient number of 

controls selected 

 

 Can’t Tell  

 

 No  

 

   

Comments: 

 

 

 

 

 

 

 

 

 

 

 

 

 

3 if diagnostic instrument (e.g., DSM/ICD) or other 
available tools (e.g., ADOS/ADI-R/AQ) were reported 
2 if diagnosis was simply stated as made by clinicians 
without specifying what diagnostic instrument was 
used 

3 if groups were matched on age, gender, and IQ 
2 if groups were matched on one of these criteria 
1 if groups were not matched at all 
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5. Was the exposure accurately 

measured to minimise bias? 
Yes  

 
HINT: We are looking for measurement, 

recall or classification bias 
• was the exposure clearly defined and 

accurately measured 
• did the authors use subjective or 

objective measurements 
• do the measures truly reflect what 
they are supposed to measure (have 

they been validated) 
• were the measurement methods 

similar in the cases and controls 
• did the study incorporate blinding 

where feasible 
• is the temporal relation correct 

(does the exposure of interest 
precede the outcome) 

 

 Can’t Tell  
 

 No  
 

   
Comments:  
 

 
 

6. (a) Aside from the 
experimental intervention, 
were the groups treated 
equally? 

  HINT: List the ones you think might be 
important, that the author may have 

missed 
• genetic 

• environmental 
• socio-economic 

 

 

 

 
List:  
 
 
 

 
6. (b) Have the authors taken 

account of the potential 
confounding factors in the 
design and/or in their 
analysis?  

Yes  
 

HINT: Look for 
• restriction in design, and techniques e.g. 

modelling, stratified-, regression-, or 
sensitivity analysis to correct, control or 

adjust for confounding factors 
 

Can’t Tell  
 

No  
 

   
Comments: 
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Section B: What are the results? 

 

 

 

7. How large was the treatment effect? 

 

 

 

 

HINT: Consider  

• what are the bottom line 

results 

• is the analysis appropriate to 

the design 

• how strong is the association 

between exposure and 

outcome (look at the odds 

ratio) 

• are the results adjusted for 

confounding, and might 

confounding still explain the 

association 

• has adjustment made a big 

difference to the OR 

 

Comments: 

 

 

8. How precise was the estimate of the treatment 

effect? 

 

HINT: Consider  

• size of the p-value 

• size of the confidence intervals 

• have the authors considered all the 

important variables 

• how was the effect of subjects 

refusing to participate evaluated 

 

 

  

Comments: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Pay attention to whether effect sizes were reported: 
3 if effect sizes were reported 
2 if effect sizes were not reported 
Do not score based on the size of effect 

Pay attention to how p-values were reported: 
3 if exact p-values (and p < .001) were reported 
2 if approximate p-values were reported (e.g., p < .05 or p < .01) 
1 if no p-values were reported 
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9. Do you believe the results? Yes  

 

HINT: Consider  

• big effect is hard to ignore! 

•  Can it be due to chance, bias, or 

confounding 

• are the design and methods of this 

study sufficiently flawed to make the 

results unreliable 

• consider Bradford Hills criteria (e.g. time 

sequence, does-response gradient, 

strength, biological plausibility) 

No  

 

 

 

 

Comments: 

 

Section C: Will the results help locally? 

 

10. Can the results be applied 

to the local population? 

Yes  

 

HINT: Consider whether 

• the subjects covered in the study could 

be sufficiently different from your 

population to cause concern 

• your local setting is likely to differ 

much from that of the study 

• can you quantify the local benefits and 

harms 

Can’t Tell  

 

No  

 

 

 

Comments: 

 

 

 

 

11. Do the results of this study 

fit with other available 

evidence? 

Yes  

 

HINT: Consider 

• all the available evidence from RCT’s 
Systematic Reviews, Cohort Studies, 

and Case Control Studies as well, for 

consistency 

Can’t Tell  

 

No  

 

 

Comments: 

Remember One observational study rarely provides sufficiently robust evidence to recommend changes to 

clinical practice or within health policy decision making. However, for certain questions observational 

studies provide the only evidence. Recommendations from observational studies are always stronger 

when supported by other evidence. 

 

3 if paper included both genders and age groups 
2 if paper included one gender but both age groups or one age group but both genders 
1 if paper included only one gender and one age group 

Score down to 2 if paper found no significant group differences but did not back this up in the discussion 


