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Abstract
To evaluate numerical weather predictions (NWP) using observations, the hori-
zontal, vertical and temporal resolution characteristics need to be considered to
ensure consistency. Here, large-aperture scintillometry (LAS) is used to derive
turbulent sensible heat fluxes (QH), as the source area extents are comparable
to NWP with horizontal grid box resolutions of order 1 km. We demonstrate our
methodology using LAS observations undertaken in central London and the Met
Office’s operational forecast model for the United Kingdom (UKV). In the hori-
zontal, we ensure consistency between the LAS source area locations and extent,
as they vary with wind direction and stability, and therefore the NWP grid boxes
that should be selected for comparison. In the vertical, the appropriate model
level needs to be selected relative to the changing effective measurement height
(zf) of the observations. The LAS fluxes time and space averaging allows QH to
be obtained for time periods similar to the model timestep (e.g., 1 min) but the
UKV does not explicitly represent higher-frequency turbulent motions. During
two spring days, three to five UKV grid boxes (1.5 km resolution) fall within the
LAS source area (60%). However, with the model land cover data lacking real-
istic spatial variability, modelled effective surface QH spatial variability is small,
leaving a central grid box on the LAS path representative. Larger differences
occur between modelled QH at the surface and closest to zf, despite both theoret-
ically being within the inertial sublayer. The modelled QH has better agreement
with observed fluxes when averaged over long periods (10+ min cf. 1 min). As
LAS-derived QH has larger source areas than eddy covariance (EC) measure-
ments, there are benefits to assessing NWP model performance with LAS. With
multiple paths, spatial variability in response to changes in surface cover could
be assessed at shorter times scales than possible with EC.
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large-aperture scintillometry, London, model evaluation, numerical weather prediction, sensible
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1 INTRODUCTION

Increasing spatial resolutions of numerical weather pre-
diction (NWP) models, together with the use of suitable
urban land surface schemes, make it possible to capture
spatial variations across neighbourhoods and their impact
on the near-surface atmosphere (Barlow et al., 2017).
State-of-the-art operational regional NWP models have
grid lengths of the order of 1 km (e.g., 1.5 km, Met
Office’s UKV – Tang et al., 2013; ∼2 km, DWD’s ICON-D2
–Giorgetta et al., 2018; Reinert et al., 2021). However, the
next generation of NWP models being developed have grid
lengths of the order of 100 m (i.e., hectare), or O(100 m)
using the Landau symbol, as enhanced high-performance
computing facilities become available (Lean et al., 2019;
Leroyer et al., 2014; Ronda et al., 2017).

With large proportions of both the English
(>83%, GOV.UK, 2023) and global population (United
Nations, 2019) living in urban areas, the ability to accu-
rately forecast weather conditions in cities, for routine and
hazardous or extreme conditions (e.g., heatwaves) exacer-
bated by climate change (Kendon et al., 2014) is critical.
Between neighbourhoods in close proximity (e.g., central
business district, parks, different residential areas) both
urban form (e.g., building morphology, land cover, urban
fabric) and function (e.g., anthropogenic heat emissions)
vary, influencing urban surface–atmosphere exchanges
(Britter & Hanna, 2003; Stewart & Oke, 2012) creating
distinct local climates (Oke et al., 2017).

As operational NWP models O(1 km) do not resolve
buildings explicitly (Best, 2005), they need to be
parametrised (Masson, 2006) by an urban land surface
model (ULSM) accounting for the aerodynamic, radiative
and thermal properties and anthropogenic heat emis-
sions by calculating the surface energy balance fluxes
(Oke, 1988) for the top of individual grid boxes:

Q∗ + QF = ΔQS + QH + QE, (1)

where Q* is the net all-wave radiation which is a function
of the incoming (↓) and outgoing (↑) short-wave (K) and
long-wave (L) radiation (Oke et al., 2017):

Q∗ =
(

K↓ − K↑

)
+
(

L↓ − L↑

)
. (2)

QF is the anthropogenic heat flux, ΔQS is the net storage
heat flux, QH is the turbulent sensible heat flux, and QE is
the turbulent latent heat flux (all W m−2). As subgrid-scale
(SGS) processes are parametrised within a grid box, SGS
advection is not explicit, whilst inter grid box advection is
explicitly simulated by the NWP model.

Each term in Equation (1), and the urban water bal-
ance (Grimmond et al., 1986), are governed by the surface

characteristics (e.g., surface radiative properties of albedo
and emissivity). These in turn modify other atmospheric
variables (e.g., air temperatures, wind, humidity). Hence,
flux partitioning into QH or QE varies with surface charac-
teristics both between cities (e.g., Grimmond & Oke, 2002)
and within cities (e.g., Offerle et al., 2006). ΔQS accounts
for the heating and cooling of the urban volume includ-
ing the ground (Oke et al., 2017). An important difference
from non-urban areas is the QF term, associated with
human activities (e.g., Capel-Timms et al., 2020), but vary-
ing with socio-economic and geographic settings (Allen
et al., 2011).

Turbulent heat fluxes have been observed in many
locations around the world using in-situ eddy covariance
(EC) measurement techniques (as summarised by Kot-
thaus & Grimmond, 2014a, 2014b). A sonic anemome-
ter with infrared gas analyser needs to be mounted high
above the roughness elements (e.g., on a mast) to be above
the roughness sublayer (RSL, Figure 1a). EC observations
have been extensively used to evaluate urban land surface
models, for example, Town Energy Balance (TEB) model
(Lemonsu et al., 2004); Community Land Model (CLM)
(Karsisto et al., 2016); Surface Urban Energy and Water
balance Scheme (SUEWS) (Ward et al., 2016); Joint UK
Land Environment Simulator (JULES) 1 Tile (1 T) (Best
et al., 2006); JULES Met Office–Reading Urban Surface
Exchange Scheme (MORUSES) (Hertwig et al., 2020).

Another technique to observe turbulent heat fluxes
over cities is large-aperture scintillometry (LAS; e.g., Craw-
ford et al., 2017; Lagouarde et al., 2006; Ward et al., 2014).
Although primarily used for measuring QH (Ward, 2017),
QE is obtainable if combined with a millimetre-wave scin-
tillometer (Ward et al., 2015a, 2015b), or by prescribing an
assumed Bowen ratio value(s) (Ward et al., 2014). In many
environments, EC sensors have been used to demonstrate
LAS performance (Beyrich et al., 2021), which in urban
areas includes central city (e.g., Marseille: Lagouarde
et al., 2006) and residential areas (e.g., Swindon: Ward
et al., 2014).

Large-aperture scintillometry requires a clear atmo-
spheric path (free of obstacles) between a transmitter and
receiver located O (0.5–5 km) apart (Ward, 2017). Like EC
techniques, LAS measurements need to be undertaken in
the inertial sublayer (ISL, Figure 1a). As the most influ-
ential part of the LAS weighting function is in the centre
of the path (Ward, 2017) (Figure 1c), the LAS transmit-
ter and receiver can be deployed on tall structures without
massively influencing the measured flow fields, making
deployment less challenging (Grimmond & Ward, 2021)
than EC siting in urban areas (e.g., Barlow et al., 2011).
Also, the LAS source area extent (SALAS) is more com-
parable to NWP grid lengths than the EC counterpart
(Figure 1c, Section 2.1).
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SAUNDERS et al. 3

F I G U R E 1 Schematic representation of a large-aperture scintillometer (LAS) path between a transmitter (Tr) and receiver (Rx)
mounted on two buildings significantly taller than the mean building height (zb). Their locations (not to scale) are relative to the urban
canopy layer (UCL), roughness sublayer (RSL), blending height (zr), inertial sublayer (ISL) or constant flux layer, and the sum of displacement
height zd and momentum roughness length z0 in the: (a) real world showing the effective measurement height (zf) and UKV grid box
dimensions (1.5 km), and (b) model world’s (UKV) effective surface zES and atmospheric levels. In (a) a hypothetical tower with EC sensor is
shown in the centre of the LAS path. (c) The cross-wind and along-wind 60% SA weights are shown for EC (blue) and LAS (red) sensors for
one wind direction (𝜃, perpendicular to the LAS path) and stability (unstable). [Colour figure can be viewed at wileyonlinelibrary.com]

In this study, we consider from both the modelling
and observation perspective how to evaluate NWP mod-
els (Section 2) using LAS observations over highly com-
plex surfaces like cities. Despite its advantages, LAS has
only been used to evaluate mesoscale NWP models over
non-urban surfaces (e.g., Beyrich et al., 2002; Steeneveld
et al., 2011). We introduce a methodology to address the
following questions:

1. How can consistency between LAS observations and
modelled QH be established with respect to the spatial
and temporal scales involved?

2. How sensitive are evaluation outcomes to LAS aver-
aging times and spatial overlap between LAS SAs and
kilometre-scale model grid lengths?

We demonstrate our approach using the Met Office’s
operational NWP model for the United Kingdom, which
is a regional configuration of the Unified Model (MetUM)
known as the UKV (Tang et al., 2013; Section 4.2.2), for
two intensive observation period (IOP) days with LAS
observations in central London (Section 4.1). From this
analysis (Section 4), we recommend how the approach
can be applied in future longer-term model evaluation
studies.

2 CONSISTENCY BETWEEN
OBSERVATIONS AND MODEL
OUTPUT

When comparing models and observations, it is important
to take account of the effective horizontal (Section 2.1),
vertical (Section 2.2), and temporal (Section 2.3) resolution
of both to ensure consistency. After this general discussion,
it is applied to a case study (Section 4).

2.1 Horizontal consistency

A sensor’s SA, footprint, or field of view indicates the
probable area of influence impacting a measured vari-
able, but varies with sensor type (e.g., sonic anemome-
ter vs LAS for QH). This area can be modelled, allowing
the characteristics of the area identified (e.g., influencing
radiation and sensible heat fluxes, Vesala et al., 2008) to
be used to assign appropriate model parameters (Grim-
mond & Oke, 1991). Turbulent flux SA shape, loca-
tion, and size vary with sensor height (e.g., Schmid &
Lloyd, 1999), wind direction, atmospheric stability and
surface roughness characteristics. For example, SAs may
extend further upwind of a measurement point in stable cf.
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4 SAUNDERS et al.

unstable conditions (e.g., Leclerc & Foken, 2014). As the
real world is not perfectly homogeneous, LAS-path effec-
tive measurement height (zf) can change with meteorolog-
ical conditions because of changes in the SA characteristics
(Section 3.1.1).

LAS source area extent and shape are a function of
path orientation, length, and path weighting (e.g., Evans
et al., 2012; Meijninger et al., 2005; Ward et al., 2014).
SALAS with O (1–10 km2) spatial extents are typically much
larger than the O (0.10–1 km2) EC SAs (fig. 1 in Crawford
et al., 2017; cf. fig. 1. in Ward, 2017), reflecting the line
vs point measurement types (Figure 1). Such differences
are most evident when the path is perpendicular to the
prevailing wind direction (Meijninger et al., 2002). For
example, the width of the unstable (stability parameter 𝜁<
−0.03, see Section 3.1) SALAS is 3.6 km but only 0.57 km
for SAEC (Figure 1c) with both sensors at the same height
and 60% probability (Figure 1a). Thus, the SALAS can be of
the same order as typical regional NWP model resolutions.
With the UKV grid length of 1.5 km (Tang et al., 2013),
the SALAS lateral extent covers almost three grid boxes,
whereas the SAEC lateral extent is about half a grid box
(Figure 1c). The larger SALAS therefore reduces the scale
gap existing between NWP and typical flux observations
(Kleissl et al., 2009).

2.2 Vertical consistency

The lower boundary of the inertial sublayer (ISL, Figure 1),
or blending height (zr), is critical to both the observed
and modelled fluxes. The depth of the urban canopy layer
(UCL, Figure 1a) is controlled by the height of the rough-
ness elements (e.g., buildings or trees), with individual
roughness elements modifying flow and exchange pro-
cesses in the roughness sublayer (RSL). Above these, in
the ISL (or constant flux layer), the impact of individ-
ual roughness elements is blended to give a local scale
or neighbourhood response (Grimmond & Ward, 2021),
and little height variation of the turbulent momentum
and scalar fluxes (Katul et al., 1995; Moene & Schütte-
meyer, 2008).

For both the model and observations, a logarith-
mic wind profile and Monin–Obukhov similarity theory
(MOST) are assumed, and therefore the comparison height
must be within the ISL. To derive the large-aperture
scintillometry sensible heat fluxes (QH,LAS), the effec-
tive measurement height (zf) needs to be in the ISL
(Figure 1a).

NWP model levels typically have increasing spacing
with height above ground level (Tang et al., 2013), with
each grid box having one topographic altitude. In the real

world, areas with taller roughness elements have a greater
mean height, and the momentum sink is higher above
ground level if the displacement height (zd) increases (e.g.,
Oke et al., 2017). The momentum roughness length of the
surface (z0) may also increase, but depends on the spacing
of the roughness elements. Most NWP models have a land
surface scheme providing parametrised RSL processes to
the lowest atmospheric model level, often assumed to be
at or above zr (i.e., in the ISL or constant flux layer).
This assumption (Masson, 2006, see their fig. 1) is made
in the case of the UKV (Figure 1), with the follow-on
assumption that MOST holds, allowing screen-level air
temperature and 10 m wind speed to be diagnosed. The for-
mer is typically calculated for the nominal height of the
first model level (Masson, 2006). With short roughness ele-
ments (e.g., short green grass) this presents no additional
problems.

2.3 Temporal consistency

QH,LAS are derived from much larger spatial domains than
eddy covariance derived QH (QH,EC) (Beyrich et al., 2021).
For QH,LAS, it is possible to have much shorter averaging
periods (e.g., 1 min cf. ≥30 min for QH,EC), as LAS does
not need to sample all relevant energy-carrying eddies (cf.
QH,EC) because the sensor is sensitive to the eddy size
corresponding to the aperture diameter/the first Fresnel
zone (typically 0.1–0.3 m). Thus, this eddy size is much
smaller than the LAS path length (typically 0.5–5 km),
and therefore a statistically stable flux can be derived in a
shorter timeframe (De Bruin et al., 1993). The SALAS will
change at the temporal frequency of the flux calculation
period, as stability and other meteorological conditions
vary.

While 1-min QH,LAS can be compared to instantaneous
NWP-QH, it is qualitatively not appropriate because at
the UKV’s relatively coarse spatial resolution, it does not
resolve explicitly smaller-scale atmospheric motions that
cause the variability seen in 1-min QH,LAS. This is explored
in our results (Section 6.2.3).

3 METHODS

The methodology employed to process LAS data involves
deriving both the SALAS and the turbulent sensible heat
flux (QH,LAS). A case study is used to demonstrate the pro-
posed evaluation method. Python software developed for
the LAS processing and model evaluation can be accessed
via the links provided in the Supporting information,
Table SM.1.
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SAUNDERS et al. 5

F I G U R E 2 Example of large-aperture scintillometry (LAS) source area (SA) calculation in London under unstable conditions (1200
UTC on 21 May 2016). Workflow of (a) and (b) shown in (d). (a) Seven (Np = 7) unique eddy covariance (EC) SA are calculated along the LAS
path (green) at the dots indicated, (b) these are replicated outwards at 50 m (yellow dots) along the LAS path (green), with the SALAS weight
(colour bar) per pixel of resolution of 4 m2 underlain by the UKV 1.5 km grid boxes (blue quadrilateral); and (c) a 60% SALAS extent (black)
with weights within the overlain NWP grid box. (d) Flowchart of path SA calculation. Notation given in Table 1. Surface GIS includes
building/terrain/vegetation heights and landcover fractions. [Colour figure can be viewed at wileyonlinelibrary.com]

3.1 Large aperture scintillometry
observations

3.1.1 LAS source area calculation

The general steps, improving on earlier work, to derive
SALAS over cities are presented in Figure 2d.

The proposal by Meijninger et al. (2002) to adapt
EC flux footprint models for LAS paths by com-
bining single-point measurement SAs with the LAS
path-weighting function, has been used with differ-
ent EC footprint models (e.g., Evans et al., 2012; Ward
et al., 2014; Ward, Evans, & Grimmond, 2015). Like Craw-
ford et al. (2017), we use the Kormann and Meixner (2001)
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6 SAUNDERS et al.

F I G U R E 3 Flowchart of QH,LAS

calculation with steps numbered (red).
Notation and references given in
Table 1. More details on surface
parameters given in Figure 2d.
Software is available, with location
listed in Table SM.1. [Colour figure can
be viewed at wileyonlinelibrary.com]

footprint model. This SAEC model calculates the probable
SA for an EC sensor at a point (x, y, z) using meteorological
data for a time interval (Figure 3) and surface parameters
(roughness length z0, and displacement height zd). Three
heights are needed (Figure 1): (a) the height above ground
of the sensor (z), (b) zd and (c) z0. Uncertainty in calcu-
lating the two aerodynamic roughness parameters is one
constraint in determining SALAS, as representative values
are difficult to determine in complex terrain like cities
given large variations of roughness element height (e.g.,
Ward, 2017).

To determine the SA for a LAS path, we first cal-
culate multiple SAEC for different points along the path

(Figure 2a,d). The location and number of unique SAEC
source points (Np) needs to reflect the LAS path weight-
ing (Figure 2d), with fewer Np needed as the weight-
ing function approaches zero at the path ends. This
centre-weighted sensitivity is approximated by the scin-
tillometer path weighting function G(x) (Evans & de
Bruin, 2011):

G(x) = 2.163
(

2J1(2.283𝜋(x − 0.5))
2.283𝜋(x − 0.5)

)2

(3)

where J1 is a Bessel function of the first kind and x is a
given distance along the LAS path.
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SAUNDERS et al. 7

Crawford et al. (2017) assume z0 and zd do not vary
along the LAS path. However, Kent et al. (2017) demon-
strate that the morphometric method chosen to calculate
z0 and zd impacts modelled SAEC. They show if the z0 and
zd methods account for roughness element height variabil-
ity, for example, Kanda et al.’s (2013) method, the SAEC
modelled are a third (or smaller) of the SAEC size obtained
if only the mean roughness element height is considered
(e.g., Grimmond & Oke, 1999; Macdonald et al., 1998;
rule-of-thumb method). This is because of the lower effec-
tive measurement height (zf = z− zd, Figure 3 – eq. F.9)
linked to the larger zd typically found in areas of strong
building height variability.

When calculating the SAEC along the LAS path, z0
and zd are determined iteratively (Figure 2d), follow-
ing Kent et al. (2017), who show that appropriate val-
ues are obtained after three iterations using the Kanda
et al. (2013) method, independent of initial values selected.
Results of z0 and zd along with geographic informa-
tion system (GIS) surface information are used within a
SA analysis to characterise the surface influencing the
observations.

Here, for point SA analysis, initial values of z0 = 1.5 m
and zf = 80 m are used. Each SAEC is calculated for a cumu-
lative weight of interest (here: 60%). Given a high spatial
resolution of surface cover data (e.g., 4 m2), each pixel
area contributes a small amount. The minimum weight is
1.9× 10−10. Larger cumulative weights increase the com-
putational cost (Crawford et al., 2017; Kent et al., 2017).

Each SAEC determined for the Np points are replicated
in both directions along the LAS path at regular intervals
using a nearest-neighbour approach (Figure 2b,d). This is
to increase the density of surface information along the
path for the final weighting. In Figure 2b, an interval den-
sity of 50 m is used for a path length of 1112 m. Finally, the
SALAS (Figure 2b) is obtained from the sum of individual
EC SAs along the path weighted by G(x). The aerody-
namic parameters used to obtain the QH,LAS (Section 3.1.2;
Figure 3, eq. F.24) and the SALAS are calculated using the
Kanda et al. (2013) method.

However, whether or not this cumulative EC flux foot-
print approach provides a reasonable SA estimate for the
LAS-derived structure parameter (i.e., the primary LAS
observation, Table 1/Figure 3) for the derived sensible heat
flux is unknown. Ward (2017) suggest uncertainties that
arise from this conceptual discrepancy are likely smaller
compared to errors from the application of the SA model
over a heterogeneous surface. Future research on structure
parameter footprints could provide valuable insights into
this issue.

3.1.2 LAS sensible heat fluxes derivation

Beyond the LAS beam intensity (I), the meteorological
variables required to obtain QH,LAS are relative humidity
(Rq), air temperature (T), air pressure (P), wind speed
(u), wind direction (𝜃) and net all-wave radiation (Q*)
(Figure 3). Initial quality control steps remove LAS data
if rain (>0 mm h−1, eq. F.4) or fog (LAS beam intensity
I < 0.5Imax, eq. F.3, where Imax is the daily maximum beam
intensity) occur. Measurements are also excluded if satura-
tion occurs and scintillations exceed a given threshold (Sth)
in the refractive index structure parameter C2

n (Kohsiek
et al., 2006). Sth is defined in Figure 3, eq. F.6 (Kleissl
et al., 2010).

Additionally, the flux calculation requires surface char-
acteristics derived from the SA analysis (Section 3.1.1),
notably the LAS-path effective measurement height zf
(Figure 3, eq. F.9). Along with zf, the initial estimates of
the structure parameter of temperature (C2

T , eq. F.7), and
stability (eq. F.14) are inputs (Figure 3, blue) to an iterative
process (Figure 3, purple, eqs F.15–23) which updates the
stability parameter until the friction velocity (u*) meets
the convergence criterion (difference <10−4 m s−1, eq.
F.19). Once this threshold is met, QH,LAS is calculated (eq.
F.24). The iterative loop continues only if the first iteration
yields 𝜁<−0.03 (eq. F.15), indicating unstable stratifica-
tion. As during stable conditions, with weak turbulence
and a shallow boundary layer, it is more challenging
to guarantee sufficient turbulence reaches the sensor
path requiring additional quality controls of flux valid-
ity (Beyrich et al., 2021). Furthermore, even for slightly
stable or neutral conditions, the sign of QH,LAS cannot be
determined unambiguously (Ward, 2017).

It is assumed (eq. F.22) that the LAS-path zf is within
the ISL (Figure 1a), so the logarithmic wind profile (eqs
F.10 and F.19) and MOST are applicable. Other con-
straints exist with determining LAS fluxes in complex
environments (Ward, 2017). Under very stable conditions
(𝜁 > 0.03), MOST assumptions no longer apply, and LAS
sensors will not measure sufficient turbulence at zf for
a flux to be determined (Hartogensis et al., 2002). This
becomes more problematic with rougher surfaces (De
Bruin et al., 1999; Katul et al., 2006; Moene & Schütte-
meyer, 2008). As MOST similarity functions are used to
relate the structure parameter of temperature C2

T to the
sensible heat flux, these introduce additional uncertain-
ties (e.g., Kooijmans & Hartogensis, 2016; Maronga, 2014;
Ward, Evans, & Grimmond, 2015), linked to their
empirically derived coefficients (Figure 3, eq. F.21) and
approximations.
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8 SAUNDERS et al.

T A B L E 1 Calculation of QH,LAS uses Figure 3 equations (red numbers, here column F).

F Symbol Description Units Note, more details Reference

1 q Absolute humidity kg m−3 App. A Mcllveen (2010); Vaisala (2013)
Rq Relative humidity % To calculate q, App. A

2 AT Structure parameter
coefficient for temperature

– Andreas (1988)

P Air pressure Pa Height correction, App. A
T Air temperature K
Rv Gas constant for water vapour J K−1 kg−1 = 461.5

3 I Beam intensity – Imax daily maximum I Crawford et al. (2017)

4 RR Rain rate mm h−1 Crawford et al. (2017);
Ward et al. (2014)

5 C2
n Refractive index structure

parameter
m−2/3 Wang et al. (1978)

D Instrument’s Fresnel lens diameter m
Lp Path length between transmitter

and receiver
m

6 Sth Saturation threshold m−2/3 Kohsiek et al. (2006),
Kleissl et al. (2010)𝜆 Wavelength m

7 C2
T Structure parameter of

temperature
K2 m−2/3 Simplified, App. B Wesely (1976), Hill et al. (1980)

8 zfb Effective beam height m Hartogensis et al. (2003)

Z(x) Beam height along path m
G(x) Path weighting function – Equation (3)

9 zf Effective measurement height m Hartogensis et al. (2003)
zd Displacement height m

10 u* Friction velocity m s−1 Initial: neutral stability Stull (1988)
z0 Roughness length m
u Horizontal wind speed m s−1 Height correction, App. A
k von Kármán’s constant – = 0.4

11 Q* Net all-wave radiation W m−2 Grimmond and Cleugh (1994)
12
13

y Q* scaling factor (QH ≈ yQ*) to
obtain first QH estimate for L (F.14)

– F.12 if Q*< 20 W m−2

F.13 if Q*≥ 20 W m−2

t Hour number after Q* > 20 W m−2 h First hour that Q* >
20 W m−2: t = 1
Second hour: t = 2, etc.

Nt Number of hours in day
Q* > 20 W m−2

–

14 L Obukhov length m Initially: QH ≈ yQ*
15 𝜁 Stability parameter – Foken (2008)
16 Stability classification Unstable: 𝜁 < −0.03 Ward (2013, their section 8.6)

17
18

𝛹M(𝜁) Integrated form of the stability
function for momentum

Unstable Van Ulden and Holtslag (1985)

19 u* Friction velocity m s−1 Stull (1988)

20 ui−1
∗ iteration (i); prior (i− 1)

21 fMO(𝜁) Similarity function – Unstable Dyer (1974); Foken (2008); Wyngaard
et al. (1971)

c1 Similarity function constant – = 4.9 Andreas (1988)
c2 – = 6.1

22 T* Temperature scaling variable K Crawford et al. (2017)
23 L Obukhov length m Ward (2013)
24 QH,LAS Sensible heat flux W m−2 Ward (2013)

Note: Same empirical coefficients (e.g., eq. F.21) as Crawford et al. (2017). Same definition as Ward (2013) (their section 8.6) for unstable (𝜁 < −0.03) conditions.
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SAUNDERS et al. 9

3.2 Numerical weather prediction
model

To demonstrate the evaluation approach, we use UKV out-
put. This is the Met Office operational regional forecast
model for the United Kingdom, with 1.5 km horizontal
grid length, that is one-way nested within the 17 km global
model (Tang et al., 2013). The UKV uses the land surface
model JULES (Joint UK Land Environment Simulator,
Best et al., 2011; Clark et al., 2011) with the urban scheme
MORUSES (Porson et al., 2010a, 2010b).

JULES uses a tiling approach to represent the variabil-
ity of the land cover at the subgrid-scale (SGS) with five
vegetation tiles and five non-vegetated tiles in the UKV
configuration, including two tiles to calculate the fluxes
from impervious surfaces using MORUSES. This assumes
that built parts of cities can be represented by an infinitely
long street canyon, consisting of a two-dimensional
canyon tile and a roof tile (Harman et al. 2004a; Porson
et al., 2010b). The effective parameters (i.e., heat capacity,
albedo, and emissivity) are calculated based on canyon
morphology (i.e., building height zb, canyon width, height
to width ratio) and using prescribed material proper-
ties for clay roofs, brick walls and asphalt road facets
(Bohnenstengel et al., 2011; Table SM.2). The resistance
network varies with flow regimes defined by morphology
(Harman et al. 2004b). QH is calculated separately for the
canyon and roof, and the other land cover tile fractions
(Figure 4b) to give the aggregate value for each grid box,
QH,UKV (Best et al., 2011). It is updated at the end of each
model time step using implicit coupling between JULES
and the atmospheric model.

The UKV uses a hybrid height-based vertical coordi-
nate system; this is terrain-following at the surface, and flat
at the top. Distances between model levels vary (smoothly)
between a quadratically stretched Charney–Philips stag-
gered grid (Tang et al., 2013).

Aerodynamic roughness parameters (z0 and zd) used
in MORUSES are derived using Macdonald et al.’s (1998)
morphometric method. However, zd is only used to calcu-
late z0 and not currently applied in the blending scheme
for the coupling to the atmospheric model. Conceptu-
ally, this implies that buildings are displaced into the
ground by zd with an effective surface (zES, Figure 1)
at z0. UKV–MORUSES wind speed is assumed to be
0 m s−1 at a height of zd + z0. Thus, the first model level
of the UKV is within the ISL (Figure 1, Section 2.2).
zES is the height at which surface fluxes are calculated
and from where the UKV model levels are measured,
with the first model level at 2.5 m above zES plus the
local orography (Boutle et al., 2021). This first level
(i.e., zES + 2.5 m) is acceptable in areas of low rough-
ness (e.g., short grass), but is conceptually challenging

in areas with large roughness elements (e.g., cities or
forests).

Anthropogenic heat flux, QF, is prescribed in
MORUSES with fixed monthly values that scale with
the total impervious land cover fraction (e.g., Hertwig
et al., 2020), rather than varying in response to actual
daily temperature, day of week, or time of day (e.g.,
Capel-Timms et al., 2020). Latent heat flux is modelled
for vegetated surfaces with the appropriate JULES tile,
but leaf area index may not be correct in the urban area
(Hertwig et al., 2020). For the two built tiles, latent heat
flux is relevant only immediately after precipitation events
(Hertwig et al., 2020). The grid box value is again weighted
by surface cover fractions present (Best et al., 2011).

4 EVALUATION PROCEDURE

The procedure for evaluating modelled QH,UKV when
QH,LAS observations are available is demonstrated in cen-
tral London (Figure 4) for two days. The two IOP days have
different incoming short-wave radiation, wind direction,
wind speed and stability (Figure 5). IOP-1: 2 May 2016 is
cloudy with the wind direction perpendicular to the LAS
path (∼210◦), and IOP-2: 5 May 2016 is clear with the wind
direction along the path (∼130◦).

4.1 Site description

The study area in central London is densely built
(Figure 4b). The surface characteristics within the SALAS
are derived from ∼4-m resolution raster digital sur-
face model (DSM) data (Lindberg & Grimmond, 2011;
Figure 4a). The UKV land cover at 1.5 km resolu-
tion is derived from an older 25-m resolution dataset
(CEH, 1990). While there is variability between land
cover fractions across the UKV grid boxes (Figure 4b),
it is relatively little, and the ratio of the canyon tile to
roof tile is fixed by an empirical relation (Bohnensten-
gel et al., 2011). Both datasets differ from the ‘reality’
(e.g., Figure 4c) that the LAS sensors are exposed to
(e.g., buildings added/removed with time, resolution of
acquired data; Morrison et al., 2021).

More vegetated (Figure 4a) UKV grid boxes, with
major parks (e.g., St. James’ Park; grid box H), have higher
C3 grass proportions (Figure 4b), whereas the UKV grid
boxes including the River Thames (Figure 4a; H, E, F)
have a land cover proportion classified as inland water.
The largest inland water proportion is 14% (Figure 4a; E).

UKV grid box vegetation proportions (details in
Table SM.4) vary from 3% (D, F) to 14% (H). This dif-
fers from the observation reference dataset (hereafter
VL) (Lindberg & Grimmond, 2011) grid box values
(Table SM.5); grid box D has a vegetation proportion of
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10 SAUNDERS et al.

F I G U R E 4 Study area with large-aperture scintillometry (LAS) path (red line), (a) land cover (based on Lindberg & Grimmond, 2011)
shown in UTM zone 31 N (m) coordinates, and UKV grid boxes (blue, identified in text by labels A–I) and (inset) location in London (red
rectangle); (b) UKV land cover proportions (Table SM.4); (c) aerial image (Bing Maps, 2021) of LAS path (red) region; and location of LAS (d)
receiver (IMU) and transmitter (BCT). [Colour figure can be viewed at wileyonlinelibrary.com]

14%, F= 11%, and H= 35%. The building (roof) propor-
tion in the UKV varies from 17% (H, VL:13%) to 39% (D,
VL:31%) and canyon from 53% (H, VL:30%) to 60% (G,
VL:46%) (Figure 4b, Tables SM.4 and SM.5).

4.2 Data description

4.2.1 Instruments

A single-beam Kipp and Zonen MKII LAS (850 nm
wavelength) sensor is used, with the transmitter (Tr,
Figure SM.1a) located 1112 m (Figure 6) from the receiver
(Rx, Figure SM.1b,c). The Tr mounted 142 m above sea
level (a.s.l.) at the BCT site (Figure 4e) in the City of
London, has a Davis Vantage Pro Plus sensor measur-
ing other meteorological variables at the same height
(Figure SM.1a). The LAS receiver is mounted 88 m a.s.l.

at the IMU site (Figure 4d) in the Borough of Isling-
ton. Figure 6 shows the height differences, together with
the transect, of the building heights directly below the
LAS path. The tallest buildings are approximately half the
height of the building where the receiver is mounted.

A radiometer (CNR4, Kipp & Zonen) measures the
four constituents of Q* (i.e., long-wave and short-wave
incoming and outgoing radiation, sampled at 0.2 Hz) at
61 m a.s.l. at the KSSW site (Figure 4). Kotthaus & Grim-
mond (2014a, 2014b), who use the same sensor at the
same location as this study, describe the radiometer field of
view of the upwelling fluxes in detail. Quality controls for
QH,LAS include data removal during rain, fog, and satura-
tion occurrences (Section 3.1.2, Figure 3). The processing
steps for the meteorological data needed to derive QH,LAS
are discussed in Appendix A.

After sampling the LAS signal intensity (I) at 500 Hz,
the mean 10-Hz logarithms, ln(I), are stored. The variance
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SAUNDERS et al. 11

F I G U R E 5 Variables during the unstable period (zf /L<−0.03) on two IOP days (colour) determined for 10-min (small symbols) and
60-min periods (large symbols): (a) lateral velocity standard deviation (𝜎v), (b) friction velocity (u*), (c) stability (−zf /L), (d) roughness length
(z0), (e) effective measurement height (zf), (f) overall extent of the 60% source area (SALAS) weight, (g) wind speed (u), and (h) wind direction.
UKV model prognostic wind direction and wind speed (dashed, hourly samples) at the model level closest to the observation height (zf − z0)
included in (g,h). Roughness parameters from two different SALAS calculation methods are presented (d,e); the Crawford et al., 2017 method
uses one SAEC (SAold

LAS), whilst the proposed method uses seven different SAEC (SALAS). [Colour figure can be viewed at wileyonlinelibrary.com]

of ln(I) is calculated using these 10-Hz data for the
averaging period of interest (e.g., 5 min) prior to cal-
culating C2

n (step 5, Figure 3) (Crawford et al., 2017;
Ward, 2013).

For each IOP day, we calculate QH,LAS (and compare
to the UKV) during unstable stratification (Section 3.1.2).
Periods analysed for each IOP day are the first to last
10-min period determined to be unstable.

QH,LAS is calculated for 1-, 5-, 10-, and 60-min
time-ending periods. Given the SALAS calculations’ com-
putational costs (>300 s per SALAS), these are calculated
every 10 and 60 min to derive zf. For QH,LAS averaging
periods of 10 min or less, the appropriate 10-min zf is
used, whereas for the 60-min QH,LAS the 60-min SALAS zf
are used.

4.2.2 UKV model output

The UKV data for the IOP days are from the operational
runs, initialised at 2100 UTC, with model output analysed
from 0000 UTC for 24 h for the period when observations
are available. Therefore, the first three hours are treated as
spin-up (e.g., Warren et al., 2018). The operational UKV’s
diagnostics output is on the hour. The averaging time
for UKV-modelled QH is the same as the model timestep
(1 min). For K↓ at the surface, a 15-min average (time
starting) is output.

4.2.3 Observation uncertainty

Uncertainties are introduced from multiple sources dur-
ing the process of deriving QH,LAS (Figure 3), such as LAS
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12 SAUNDERS et al.

F I G U R E 6 LAS path-weighting function (blue dashed,
Equation 3) with building (grey) and ground (brown) heights along
a LAS path (red) with the transmitter and receiver. For the London
case the effective beam height (zfb, eq. F.8, Figure 3) is 82.2 m above
ground level (a.g.l.). Note, zfb differs from the effective
measurement height (eq. F.9, Figure 3) and does not account for
displacement height. Digital surface model (Lindberg &
Grimmond, 2011) building heights analysed at 10-m resolution.
[Colour figure can be viewed at wileyonlinelibrary.com]

observation errors, SA attribution, instrument uncertainty
and height, path saturation, application of similarity the-
ory, and other meteorological measurements. These uncer-
tainties often interact, resulting in individual uncertainty
sensitivity testing being challenging. Ward (2017) suggests
that a direct analysis of LAS-measured structure parame-
ters, with fewer processing steps than QH,LAS, is advanta-
geous for attributing uncertainty sources. The uncertain-
ties and assumptions associated with steps to calculate
QH,LAS in Figure 3 (eqs F.1–24) include:

a LAS measurement error, sensor properties and meteoro-
logical variables: If LAS beam saturation occurs, the
turbulence is insufficient for the intensity fluctuations
to still be proportional to C2

n (Figure 3, eq. F.5), affect-
ing QH,LAS (Kleissl et al., 2010). This is mitigated by
applying a saturation filter (Figure 3, eqs F.3–6) but
uncertainty increases towards the saturation threshold
(Figure 3, eq. F.3). Reducing path length, increasing
path height, and/or using a larger aperture sensor helps
to mitigate this (Ward, 2017). Uncertainty associated
with each sensor type (radiometer, automatic weather
station/AWS, LAS pair), and their corresponding vari-
ables (including processing steps and quality control),
will introduce uncertainty in the derived QH,LAS. Sen-
sitivity analysis of the impact of meteorological vari-
ables (pressure, air temperature, wind speed) to the
derivation of QH,LAS by Crawford et al. (2017, their
Figure 6), found the largest impact when changing
wind speed by ±1 m s−1 (∼3.5% impact on QH,LAS). If

sensor SA characteristics differ (e.g., radiometer vs LAS
path) additional uncertainty is introduced. As radiome-
ter SAs are much smaller than SALAS, using multiple
radiometers may ensure they are both within and rep-
resentative of each SALAS.

b Surface parameters: Uncertainty is introduced to QH,LAS
through the methods and assumptions made when cal-
culating the aerodynamic roughness parameters from
the SALAS. First, the SA model used (Kormann &
Meixner, 2001) provides a probabilistic SAEC for a
selected extent (60% in this case) and its application
along the LAS path (SALAS, Figure 2) contributes to
the uncertainties in effective beam height and rough-
ness parameters. By accounting for variations of these
parameters along the beam (Section 3.1.1, Figure 2) we
assume we mitigate some of this uncertainty (cf. e.g.,
Crawford et al., 2017). Second, it is unknown if the
structure parameter (Section 3.1.1) SA is appropriately
characterised by the SALAS.

c Structure parameters: The calculation of LAS structure
parameters (Figure 3, eqs F.5, F.7) assumes the coeffi-
cient for temperature (AT , Figure 3, eq. F.2) is signif-
icantly larger than for humidity (Aq see Appendix B,
impacting the structure parameters and therefore
QH,LAS). As Aq is expected to be larger during rain
periods when the surface is wet, this is mitigated by
removing rain events (Figure 3, eq. F.4) and following
rain (e.g., ≥ 3 h after rain, Crawford et al., 2017).

d Similarity functions: The similarity functions (Figure 3,
eq. F.21) used to relate the structure parameters to QH
have large uncertainty (e.g., Kooijmans & Hartogen-
sis, 2016, Section 3.1.2; Maronga, 2014; Ward, Evans,
& Grimmond, 2015). Frequently, Andreas’ (1988)
(Figure 3, eqs F.15–24) and De Bruin et al.’s (1993)
methods are used, which can create differences of up to
15% in QH,LAS (Beyrich et al. 2012; Crawford et al., 2017;
Lagouarde et al., 2006; Meijninger et al., 2005; Ward
et al., 2014). The uncertainty arises from the coefficients
chosen (Figure 3, eq. F.21, c1,2), with the most appro-
priate choice for urban areas still being a research topic
(Crawford et al., 2017).

e Applicability of Monin–Obukhov Similarity Theory over
complex terrain: The similarity functions (i.e., point d.
above) assume MOST is applicable and therefore that
the observations are at sufficient height for the sur-
face effects to be blended (homogeneous) and for a
duration that ensures stationarity (Ward, 2017). Thus,
it is essential to ensure the LAS path is in the inertial
sublayer (ISL, Figure 1), where the influence of individ-
ual roughness elements is assumed to be blended (e.g.,
momentum, Foken, 2008). However, it remains uncer-
tain if the blending height concept is also applicable
to structure parameters (Beyrich et al., 2012). MOST
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SAUNDERS et al. 13

assumptions are harder to satisfy during stable than
unstable conditions (Ward, 2017), another reason and
benefit for our focus on unstable conditions (Figure 3,
eq. F.16).

4.3 Comparison approach and metrics

QH,UKV is compared to QH,LAS at two model levels: (1) sur-
face/first model level (Figure 1) with the horizontal spatial
extent informed by the SALAS analysis (Section 3.1.1
and (2) the level closest to the time-varying LAS effective
height for each observation to assess vertical consistency
(Section 2.2) for the grid box overlaying the centre of the
path. For (1) the SALAS is used to identify the contained
model grid boxes for a timestep, allowing the weighting
for the mean surface QH,UKV (Figure 2c). For comparison
with the model (Section 6), the LAS flux for a particu-
lar averaging period is selected at the end of the hour.
To assess the impact of temporal resolution (Section 2.3)
QH,UKV is compared to QH,LAS determined for different
periods (1, 5, 10, and 60 min).

The UKV grid box flux is the land cover fraction
weighted mean for each JULES surface tile, representing
the blended flux at the model’s first atmospheric level.
This surface flux is by definition in the ISL (Mason, 1988)
and assumed to be at a height of z0 + zd + 2.5 m above
ground level in the UKV (Figure 1). Use of both the LAS
and the model rely on assumptions (e.g., MOST) that
are only valid in the ISL, hence both QH,LAS and QH,UKV
are assumed to be in the ISL. We need to identify what
the model output represents (constrained by the model
vertical levels) and what the effective height of the obser-
vations is. We do not adjust the height of the observed
fluxes or the observations for height.

From the model perspective, these are two heights that
may be appropriate, both within the ISL. Under unsta-
ble conditions during the middle of the day, the urban
boundary layer should be sufficiently deep that all model
levels below the effective LAS measurement height are
within the surface layer (i.e., from 0 m to ∼10% of the
boundary-layer depth, Oke et al., 2017). Given there is an
expectation that within the ISL (or constant flux layer) the
fluxes vary by less than 10% vertically (Oke et al., 2017),
we also assess that (Section 6.2.2).

Evaluation metrics (Table SM.7) are used to quantify
the differences/similarities between QH,LAS and QH,UKV.
These include the absolute error (AE) and the bias error
(BE) for each instance. The BE sign indicates if QH,UKV
over- or underpredicts the observed flux. Additionally, the
means (MAE, MBE) are given. All have the units of the
variable, with a perfect result being 0 (e.g., 0 W m−2 for
QH). The interquartile range (IQR) is calculated for some

variables throughout Section 6. All times referred to are
UTC.

5 OBSERVATION RESULTS

5.1 Source area characteristics

To assess the horizontal consistency between QH,LAS and
QH,UKV, we first address the characteristics of the SALAS on
both IOP days. As noted (Section 3.1.1), SALAS vary with
time, stability (zf/L) and wind direction, and are deter-
mined as part of the QH,LAS calculations (Section 3.1.2).
SALAS are calculated using inputs averaged every 60 and
10 min (Section 4.3).

The two IOP days have different radiation regimes
(clear/cloudy), lateral velocity standard deviation (𝜎v,
Figure 5a), friction velocities (u*, Figure 5b), intensity
of instability (Figure 5c), and timing of unstable periods
(Table 2). On IOP-1, the mean wind direction (216.9◦,
Figure 5h) is in the dominant wind sector for London
(Kotthaus & Grimmond, 2014b), whereas on the clear
IOP-2 day (130.4◦) it comes increasingly from the east.

With more unstable conditions during IOP-2, the
SALAS are smaller (60%: 0.3–3.3 km2, 10 min) than on
IOP-1 (60%: 2.7–7.4 km2) (Figure 5f). Wind speed and
direction relative to the path orientation also plays a
role (Figure 7a,b). The SALAS is larger on IOP-1 when
the wind direction is consistently perpendicular to the
path (Figure 5h) than when it is along (IOP-2 clear day:
0600–0700; 1300–1400). Wind speeds are higher during
IOP-1 (Figure 5g) with differences up to ∼5 ms−1 in the
afternoon (Figure 7a), accompanied by an increasing u*
(Figure 5b).

The largest SALAS weights (per 16-m2 pixel) per time
period indicate where the maximum influence point is
(i.e., the pixel with the largest SA weight). These max-
ima are aligned with the wind direction and vary little
through the day, with IOP-1 more similar across all hours
(Figure 7).

There is dynamic feedback between the SALAS position
and surface characteristics influencing the observa-
tions. Generally, with larger roughness elements the
aerodynamic parameters increase (z0, Figure 5d, and
zd) and the effective measurement height (zf) decreases
(Figure 5e). However, zf is similar over both days (10 min:
IOP-2: 65.0–76.0 m; IOP-1: 63.4–73.5 m); and the surface
characteristics are similar (Figure 7c,d) despite the differ-
ent radiation regimes. With the SA aligned along the path
(e.g., 1400, Figure 7a,b) the smaller SA is proportionally
more impacted by the City of London high-rise buildings
(zf = 66 m cf. >70 m). At the same time, the proportions
of vegetation and water become smaller (Figure 7c,d). On
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14 SAUNDERS et al.

T A B L E 2 Two days when observed (obs) incoming short-wave radiation (K↓) and turbulent sensible heat flux (QH) are compared to
UKV outputs (K↓,UKV: 15-min mean for :01→ :15 each hour; QH,UKV: instantaneous on the hour), for times ending (UTC) with units W m−2.

IOP-1 IOP-2

Averaging period (min) K↓ QH K↓ QH

(a) Obs n data points 1 796 718 740 730

5 160 144 148 146

10 80 72 74 73

60 13 12 13 12

Mean 1 229.0 122.1 535.3 223.1

Mean SD 10 40.1 22 19.6 61.5

Max SD 10 237.2 59.3 63.9 134.3

when (UTC) 1330 1330 1410 1300

Min SD 10 0.4 3.9 1.7 13.2

when (UTC) 0530 0650 1140 1730

(b) UKVsurface Mean 151.2 73.8 578.8 229.9

(c) Obs – UKVsurface MAE 1 144.2 49.4 32.0 76.3

5 125.8 45.8 32.6 73.3

10 123.3 42.2 44.3 76.6

60 114.3 48.1 75.3 41.5

MBE 1 134.8 49.4 −29.0 −9.6

5 114.7 45.8 −28.3 −13.8

10 111.0 42.4 −41.2 −16.5

60 95.7 47.7 −32.3 −19.8

Max BE 1 656.6 124.5 −86.6 154.2

when (UTC) 1215 1500 0915 0800

5 466.7 127.6 −104.2 137.6

when (UTC) 1215 1500 0915 0900

10 345.1 110.9 −133.7 133.3

when (UTC) 1215 1500 1415 1000

60 282.4 115.2 −134 −95.8

when (UTC) 1515 1400 0815 1400

IOP-1 IOP-2

QH when (UTC) QH when (UTC)

(d)
UKVsurface – UKVlevel

MAE 5.8 6.6

Max AE 15.1 1300 15.6 0700

Min AE 1.0 1200 0.3 1300

(e)
UKVsurface – UKVcentre

MAE 4.4 6.5

Max AE 12.2 1300 13.5 1100

Min AE 0.2 1400 0.3 0700

Note: The observation periods are from 0525 to 1840 UTC on IOP-1 (a cloudy day) and from 0541 to 1800 UTC on IOP-2 (a clear day). Metrics are defined in
Table SM.7. UKV fluxes are compared from three outputs: (c) surface is the surface flux weighted by SALAS (Section 4.3), (d) level is the UKV grid box vertically
closest to zf and closest to the centre of the LAS path, and (e) centre is the grid box closest to the LAS path centre but at zES.
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SAUNDERS et al. 15

F I G U R E 7 Hourly characteristics of the 60% LAS source areas on (a,c) IOP-1 and (b,d) IOP-2 showing (a,b) location (colour polygons)
and IMU-BCT (Figure 4) LAS path (green) and the maximum source area weight pixel (dot) on a land cover map (as Figure 4a); and (c,d) box
plots of land cover proportions (%) within each hour based on the 10-min SA weights [median (line), interquartile range, minimum/maximum
(whiskers)] and SA weighted UKV grid boxes land cover (crosses, Section 4.3). [Colour figure can be viewed at wileyonlinelibrary.com]

IOP-1, meteorological consistency results in little diurnal
variation in SALAS surface characteristics.

The SALAS built land cover proportions are consistently
> 80% (Figure 7a), as found previously in this area between
December 2014 and December 2015 (Crawford et al., 2017)
with the rest grass and water (Figure 7). Overall, on IOP-1,
water accounts for ∼10% of the SALAS (cf. IOP-2, <5%). On
IOP-1, all SALAS include a portion over the River Thames
(Figure 7a), and the land cover includes more water than

on IOP-2 (Figure 7c,d: 8%–13%, cf. 0%–3%) where grass
surfaces are more important (7%–13%, cf. 4%–5%).

Variability of the plan area of buildings, derived from
the six 10-min SALAS per hour, is small with the IOP-2
IQR at 6.3% at 1500 (Figure 7d). SALAS land cover vari-
ation is generally larger on IOP-2 (cf. IOP-1) where the
average IQR across all hours for grass is 2.1% (0.3%) for
IOP-2 (IOP-1), 2.3% (0.4%) for paved, and 2.6% (1.8%)
for building. This is linked to the larger range in wind
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16 SAUNDERS et al.

direction (Figure 5h), resulting in some SALAS extending
beyond the City of London local authority into areas with
more grass (Figure 7).

Different UKV grid boxes are sampled depending on
the situation (Table SM.6). The largest SALAS overlap with
a UKV model grid box (Figure 7) on IOP-1 is for grid box
E (Figure 4a). On IOP-2, grid box A (with the largest pro-
portion of the LAS path) and grid box B are both covered
with similar weights.

Assessment of the horizontal consistency (Section 2.1)
involves dynamically weighting the UKV grid boxes using
the SALAS (Section 4.3), using the model land cover
fractions (Figure 4b) and the high-resolution DSM data
(Figure 7c,d). The UKV built land cover proportions differ
on both days from the SALAS results, with UKV ‘canyon’
(paved) proportions larger than ‘roof’ (building), which is
the inverse to that found in the observations. The SALAS
building maxima are slightly larger for IOP-2 (53%) than
IOP-1 (51%), whereas a greater contrast occurs in the
paved maxima (48% and 41%, respectively). However, the
UKV (crosses, Figure 7c,d) building land cover (IOP-2:
33%, IOP-1: 26%) is less than paved (IOP-2: 59%, IOP-1:
58%). Overall, the total built (building+ paved) fractions
are in better agreement, with both IOP-1 (UKV 82%–83%;
LAS 82%–92%) and IOP-2 (UKV: 85%–91%; LAS: 82%–95%)
values mostly overlapping.

5.2 Validity of short averaging-period
fluxes

Statistically stable results of QH,LAS can be obtained for
very short averaging periods, as low as 1 min (Beyrich
et al., 2021). The validity of this study’s shortest averaging
times of QH,LAS is investigated by comparing 1-min means
to the 2-, 3-, 5-, 10-,15-, 20-, 30- and 60-min fluxes.

The absolute difference between median (Figure 8,
white) and 5-min fluxes (values given in Table SM.3) for
IOP-1 are smaller for 1-, 2-, 3-min fluxes (means <4%).
Differences increase with longer flux averaging periods of
10, 15, 20, 30 and 60 min (means: 5%–27%). The IOP-2 dif-
ferences are relatively smaller for 1–20-min fluxes (means
<6%) compared to the 30- and 60-min fluxes (means
10%–20%). The differences start to become more evident
at averaging periods of 10 min and longer (Figure 8).

There are instances of QH,LAS where the response to
changes of incoming short-wave radiation (K↓) is evident.
Examination of the length of delay between a K↓ change
and a QH,LAS response is investigated by finding the peak
Pearson correlation coefficient between the independently
measured K↓ and QH,LAS, for different time lags Δt,
for −100 min ≥ Δt ≥ 100 min using 1-min increments
(Figure SM.2). Here, the maximum correlation is found
when QH,LAS is shifted by −9 min on IOP-1 and −13 min

on IOP-2. This result can therefore explain the differences
seen between the 1-, 2-, 3-, 5-min flux averages and the
10-min or more average fluxes. Changes in wind direc-
tion and radiation during IOP-1 and 2 also influence these
results; the flatter curve (Figure SM.2) during IOP-2 indi-
cates that the response in QH is less pronounced, cf. IOP-1,
due to the clear sky conditions and the radiation site
(KSSW, Figure 4) not being within the observation SAs.

To explore this further, we consider one hour with
relatively large intra 10-min QH,LAS variability compared
to other hours on this day (IOP-2, 1330 to 1430 UTC,
see Figure SM.3b). We investigate the QH,LAS outlier of
374 W m−2 at 1410 (Figure SM.3a), that follows a peak in
the 10-min K↓ mean of 782 W m−2 at 1400, with a sub-
sequent drop to 600 W m−2 at 1410. The 10-min QH,LAS
decreases to 241 W m−2 at 1420. The 1-min QH,LAS shows a
similar response, with a peak of 460 W m−2 at 1405, which
falls to 245 W m−2 at 1411.

Thus, the short averaging period observations have a
physical response to radiation changes in QH,LAS which the
NWP model (at 1.5 km resolution) is not capable of captur-
ing. In the UKV evaluation context, 10-min averages are
likely more useful than those no longer than 5 min, despite
these capturing physical processes. However, these shorter
periods are likely to be more useful as NWP modelling
moves to higher resolutions, such as the 100-m resolu-
tion configuration of the UK Met Office’s Unified Model
(UM100; Lean et al., 2019).

Given the evidence for horizontal convective rolls in
the UM100 (Hall et al., 2024), and that over short peri-
ods a sensor could observe net up-/downdrafts in the
highest weighted portion of the path (i.e., centre), large
fluctuations in 1-min QH,LAS are not unexpected (Figure 9).
With multiple sensors in close vicinity, we would expect
to observe both updrafts and downdrafts at the same time,
but in different locations. The variability is greater on
the clear IOP-2 (Figure 9b) day than on the cloudy IOP-1
(Figure 9a), as the latter will have less strong thermally
induced updrafts.

5.3 Variability of observed sensible heat
and incoming short-wave radiation fluxes

Before assessing the temporal consistency (Section 2.3)
between QH,LAS and QH,UKV, we first look at QH,LAS and
observed K↓, as the temporal pattern of QH is largely
dependent on K↓. The 1-min QH,LAS follows K↓ with an
expected overall phase difference, but many of the impacts
of the minute-to-minute fluctuations in K↓ can be seen
in QH,LAS (Figure 9). Similarly, as expected, both fluxes
are larger on the clear day (IOP-2) than during IOP-1
(Table 2). Intra 10-min QH,LAS variability is greatest when
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SAUNDERS et al. 17

F I G U R E 8 Hourly
QH,LAS variability of fluxes
determined for 1-, 2-, 3-, 5-, 10-,
15-, 20-, 30-, 60-min averaging
periods on the two IOP days,
showing IQR (box), median
(black), mean (white dashed),
and min/max values (whiskers).
[Colour figure can be viewed at
wileyonlinelibrary.com]

the fluxes are larger, so occur during the middle of day
(cf. sunrise/sunset) and on IOP-2 (cf. IOP-1) (Figure 9).
At night (i.e., K↓ = 0 W m−2) in this densely built-up study
area, QH will rarely drop below 0 W m−2 due to the release
of long-wave radiation, anthropogenic and storage heat
fluxes. Therefore, during morning and evening transition
periods when K↓ is small (e.g., cloudy IOP-1) it is physi-
cally reasonable for QH to exceed K↓.

To assess the impact of SA surface cover composition
we analyse midday (1000–1400) QH normalised by K↓ as
a function of the built (paved+ building) land cover for
both observations and model. As the variation in the built
proportion observed is small (Figure 7, between 45% and
50%), so is the impact on QH/K↓ (Figure SM.4). Although
Crawford et al. (2017) found QH,LAS/Q* varies (see their
Figure 10), their SALAS building fractions vary between
∼25% and 50% in their analysis of a longer period and
multiple LAS paths.

The SALAS surface characteristics impact the QH,LAS
calculated via the aerodynamic roughness parameters and
therefore zf. Two cases are compared with SALAS calcu-
lated for each hour (Qhour

H,LAS) and each 10-min (Q10 min
H,LAS )

period (Figure 10, median values). There is a 15.2% dif-
ference ([x10min − xhour]/xhour) in zf, with a ∼0.82 slope
with QH,LAS, but as eq. F.22 (Table 1) indicates, this is
not a linear relation. This suggests changes in surface
characteristics are sufficient to require SALAS to be recal-
culated when deriving QH,LAS. The intra-period variability
(i.e., IQR lines, Figure 10) is larger on IOP-2. When the
SALAS are more dynamic (Figure 7), such as caused by
changing wind directions (Figure 5h), it would be bene-
ficial for the derivation of QH,LAS to calculate SALAS more
frequently. Time of day does not seem to be as critical to
IQR size in these two days.

5.4 Impact of new source area
methodology

The new method to determine SALAS uses varying aero-
dynamic roughness parameters (z0 and zd) along the LAS
path derived from multiple unique SAEC (Figure 2a,d),
which builds upon Crawford et al.’s (2017) methods with
one SAEC applied along the path. To assess this, we quan-
titatively compare Kanda et al. (2013) hourly roughness
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18 SAUNDERS et al.

F I G U R E 9 Observations (1-min mean) of QH,LAS and incoming short-wave radiation (K↓) on (a) a cloudy (IOP-1) and (b) a clear day
(IOP-2). [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 10 The impact of frequency of SALAS calculation
(10 min vs. one hour) on effective measurement height (zf) and
QH,LAS by time of day, shown as normalised differences
(x10 min − xhour)/xhour with QH,LAS < 75 W m−2 (large circle)
indicated. Variability of 10-min intervals derived from 1-min data
with median (markers) and IQR (lines) shown. The gradient (m)
and y-axis intercept (c) for the best-fit line (linear regression) are
listed. [Colour figure can be viewed at wileyonlinelibrary.com]

parameters for the whole SALAS (Figure 5d,e and SM.5)
every 50 m along the path (Figure 2d): (1) constant param-
eters (SAold

LAS) and (2) varying parameters (Section 3.1.1,
SALAS).

The percentage difference in zd between SALAS and
SAold

LAS ([SALAS − SAold
LAS]/SALAS) is above 10% for eight out

of the 24 hours assessed over the two IOP days (z0: 16 of
24 h).

Changing zd causes a 0%–5% difference in the LAS
effective measurement height (zf, eq. F.9), which is criti-
cal to obtaining QH,LAS (Figure 10) which also changes by
0%–5%. Hence, the extra computational expense of the new
SALAS methodology is warranted.

6 MODEL–OBSERVATION
COMPARISON RESULTS

6.1 Comparison of incoming
short-wave radiation K↓

Although our focus is on the turbulent sensible heat flux
(QH), if the short-wave radiative forcing is incorrectly
modelled, QH should be impacted, otherwise a ‘well’ mod-
elled QH would be correct for the wrong reasons. Hence,
we first establish the level of agreement between observed
and modelled short-wave radiative forcing on each
day.

6.1.1 Horizontal consistency: K↓

The radiation measurements are compared to UKV grid
box D (Figure 4) where the radiation sensor at site KSSW
is located. Given the wind direction on cloudy IOP-1
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SAUNDERS et al. 19

(Figure 5), the KSSW radiation sensor is located in all
SALAS (Figure 7a), but not on clear IOP-2 (Figure 7b) when
the spatial variations of K↓ are small. For the latter, we can
assume the impact from using the radiation observation
site from outside the SALAS to be minimal, and not impact-
ing interpretation of the larger spatio-temporal variability
seen on cloudy IOP-1.

There is K↓,UKV variability between the nine grid boxes
which the SALAS at some point in time covers. On IOP-1,
based on a 60-min time step, the minimal SALAS weighting
(Section 3.1.1) for an individual UKV grid box is 1% and
the maximum is 79%. For IOP-2, this range of weights is
1%–87% (Table SM.6).

6.1.2 Temporal consistency: K↓

On IOP-1, K↓,UKV is underpredicted (Figure 11a),
with an MBE (Section 4.3) of 96 W m−2 (using
60-min observations, Table 2c). Hourly K↓,UKV output
(Figure 11a,b) are 15-min means for the first part of an
hour (i.e., :01→ :15, plotted at ending time). The observed
and modelled K↓ peaks both occur at around 1300, but the
smaller observed peak at 1100 is not as well represented
in the UKV. On IOP-2, the model has no forecasted cloud,
and the model’s magnitude and timing of K↓ agree with
observations (Figure 11b).

The ‘hourly’ UKV radiative fluxes are a mean of the
∼1-min model timesteps over 15 min, whereas the obser-
vations are the mean of 20-s samples, with comparisons
made for different lengths of observation periods. Under
cloudy conditions (IOP-1), it is difficult for any model to
get the incoming radiation fluxes correct, given the patchy
nature of clouds not necessarily simulated to occur within
the correct individual grid box, whereas, on a clear-sky
day, with cloud-caused variations irrelevant, it is much
easier for a model to get the radiation physics correct.
Hence, on IOP-1, the best performance (MAE 114 W m−2)
occurs for the longest averaging period (60 min). Whereas
on the clear day (IOP-2) temporal changes of solar geom-
etry become critical, so the best performance (MAE
32 W m−2, Table 2c) is for the shortest averaging period
(1 min). Conversely, the poorest performance for IOP-1
occurs when the shortest time-averaging is analysed
(1 min Table 2).

6.2 Comparison of sensible heat fluxes

Prior urban evaluations of MetUM-JULES at the km scale
(i.e., online) have been undertaken in London (Best, 2005;
Bohnenstengel et al., 2011; Warren et al., 2018), Singapore
(Simón-Moral et al., 2020), Seoul (Wie et al., 2020) and

Berlin (Fenner et al., 2024). These evaluations have used
observations of air temperature (Best, 2005; Bohnensten-
gel et al., 2011; Simón-Moral et al., 2020; Wie et al., 2020),
QH,EC (Simón-Moral et al., 2020; Warren et al., 2018,
Fenner et al. 2024), QE,EC (Simón-Moral et al., 2020,
Fenner et al. 2024), and ceilometer lidar profiles of atten-
uated backscatter (Warren et al., 2018). Additionally,
offline (i.e., uncoupled from MetUM) evaluations using
observed energy balance fluxes (e.g., QH,EC, QE,EC) have
been undertaken for the central business district area
in London (Hertwig et al., 2020) and Mexico City (Best
et al., 2006; Porson et al., 2010a, 2010b), industrial Van-
couver (Best & Grimmond, 2013; Grimmond, Blackett,
Best, Barlow, et al., 2010), and residential Melbourne
(Grimmond, Blackett, Best, Baik, et al., 2010; Lipson
et al., 2024). These provide a context of expectations, for
our results.

6.2.1 Horizontal consistency: QH

Our investigation of horizontal consistency between LAS
and the UKV (Section 2.1) finds the UKV canyon plan
area to be assigned too large a value based on assessment
with the reference data (Section 4.1). Hertwig et al. (2020)
demonstrate that the canyon to roof proportion critically
effects the timing of MORUSES modelled QH. Larger
canyon proportions cause a longer delay in the rise of QH,
due to the canyon’s larger thermal inertia in comparison
to the roof, which in turn responds quickly to changes in
the radiative forcing.

QH,UKV varies between grid boxes on both days, unlike
K↓ on IOP-2 (Figure 11). The MAE between the surface
QH,UKV for the centre of the path grid box (A, Figure 4a)
and the grid box weighted is 4 W m−2 (Table 2e). This is
smaller than the differences seen between QH,UKV at zES
and on model levels (Table 2).

6.2.2 Vertical consistency: QH

Although QH at the model’s effective surface is considered
to be within the ISL (Figure 1a,b), the fluxes show dis-
tinct height variations (Figure 12). For model values from
the grid box at the centre of the path (i.e., not weighted
by SALAS), the difference between QH,UKV at the effective
surface, and QH,UKV at the model level closest to the zf
(level at 62 m) is between 0.5 and 20 W m−2 on IOP-1 and
10–31 W m−2 on IOP-2 (Table 2d). On IOP-2, the largest
percentage difference over the analysis period (Table 2d)
between the SALAS-weighted QH,UKV at zES (UKVsurface,
red) and UKVlevel (blue, Figure 11c,d) is 31%, (IOP-1: 24%).
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20 SAUNDERS et al.

F I G U R E 11 Observations for different averaging periods (symbols) and UKV model output (lines) for (a,c) IOP-1 and (b,d) IOP-2,
showing (a,b) K↓ (UKV: 15-min mean each hour from :00→ :15, plotted at time ending) and (c,d) QH (UKV: sample time) surface fluxes
SALAS-weighted (weighted mean: red line; spatial variability from the UKV grid box range: red shading) and for one grid box for (a,b) surface
K↓,UKV (green, ‘D’ Figure 4) with radiation site KSSW and (c,d) for QH,UKV (‘A’, Figure 4) for LAS path centre at the surface (green) and at
62 m above ground level (a.g.l.; blue). [Colour figure can be viewed at wileyonlinelibrary.com]

Comparing the QH,UKV between the surface flux and
the boundary-layer flux (model level at 62 m), the MAE
for IOP-1 is smaller than for IOP-2. As the largest differ-
ence is between the surface and the 62 m level (16 W m−2,
Table 2d), it is beneficial to analyse both surface and model
level QH.

6.2.3 Temporal consistency: QH

During IOP-2, a phase shift is visible between QH,LAS and
QH,UKV (Figure 11), where the increase in QH occurs sooner

in the LAS observations than the model, which has higher
afternoon fluxes. This phase delay in MORUSES QH, over
urban areas, has been previously reported in the litera-
ture (Hertwig et al., 2020; King, 2015; Porson et al., 2010a,
2010b; Warren et al., 2018). This has been attributed to
building and other urban material’s high inertia, dampen-
ing the diurnal amplitude of surface temperature (Harman
& Belcher, 2006).

On IOP-1, timing of the QH,UKV peak is consistent with
the K↓,UKV peak. The QH,UKV is underpredicted relative to
QH,LAS in all four cases evaluated (Figure 11): (1) UKVsurface
(red), (2) UKVcentre (green), (3) UKVlevel (blue) and (4) the
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F I G U R E 12 Central grid box of LAS path (A, Figure 4) QH,UKV from surface (crosses) and other model levels (dots) for different times
(h UTC, colour) on (a) IOP-1 and (b) IOP-2 (Section 4) with calculated LAS-zf (red shading, Section 3.1.1). [Colour figure can be viewed at
wileyonlinelibrary.com]

range of grid boxes the SALAS covers (pink shading). This
is consistent with the underprediction of K↓ for this day
(Section 6.1).

The largest BE occurs between the 1-min mean QH,LAS
and UKVsurface, (154 W m−2, Table 2c). On IOP-2, the UKV
grid box range is within the LAS observational temporal
variability (all intervals). The largest difference is in the
morning for 1-min averages (Table 2c).

Figure 13 shows how model performance varies on
both days using four QH,LAS averaging periods. For IOP-2
(solid lines), there is a change in the model bias from morn-
ing to afternoon, showing the phase delay in MORUSES
(Figure 11d). This is consistently seen across all four
LAS averaging periods. At 1700 the normalised model
bias exceeds 1, indicating an overprediction of the flux
of more than 100%. On IOP-1 (dotted lines), the model
always underpredicts the flux, with no morning–afternoon
change in model bias. IOP-1’s reduced radiative forcing (cf.
IOP-2) causes a subdued thermal response. Model perfor-
mance (Figure 13) is best using 10-min averages on IOP-1,
and 60-min averages on IOP-2. For both days, the poorest
performance occurs when using 1-min averages.

7 DISCUSSION AND
CONCLUSIONS

Here a methodology to evaluate NWP of turbulent sensible
heat flux (QH) using LAS observations is developed, which

F I G U R E 13 Difference between observed (QH,LAS) and
modelled (QH,UKV; instantaneous output on the hour at the ‘surface’
for grid boxes included in the source area analysis UKVsurface) for
four averaging periods (colour), normalised by QH,LAS for IOP-2
(solid) and IOP-1 (dotted). [Colour figure can be viewed at
wileyonlinelibrary.com]

considers the impacts of surface variability. Our current
aim is not to assess the performance of the NWP model, but
to identify what needs to be considered and demonstrate
how to achieve these steps.

Our approach is intended to have more spatially con-
sistent scales with NWP models, than more common EC
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fluxes with smaller SAs (Ward et al., 2014). Additionally,
LAS fluxes can be calculated for shorter time periods (1,
5, 10 min, and longer) than for EC fluxes (30, 60 min),
allowing comparison with a model’s instantaneous sam-
ple values. Consideration is given to the changing effec-
tive measurement height as the SALAS varies in response
to meteorology and surface characteristics. LAS sensor
deployment has advantages in urban areas of not requiring
towers to be installed, which can be logistically challeng-
ing for EC in cities.

Assumptions and limitations involved in obtaining
QH,LAS, especially when measured over complex terrain,
do exist and have been explored in previous literature
(Ward, 2017). One of the current limitations in the litera-
ture addressing SALAS calculation methods are improved
upon in this work. Notably, roughness parameters now
vary along the path (previously assumed to be constant,
e.g., Crawford et al., 2017).

The methodology considers both spatial (horizontal,
vertical) and temporal aspects of modelled and observed
fluxes:

Horizontal
• The SALAS uses the LAS path-weighting function to

combine individual point footprints spaced at intervals
(here 50 m, Section 3.1.1) along the path.

• As changes in surface characteristics within the SALAS
impact the magnitude of QH,LAS (Figure 10), we sug-
gest it is appropriate to calculate SAs more frequently
using the meteorological inputs observed over short
time intervals (here: 10 min). If the dynamically chang-
ing SALAS positions are more variable than the cases
demonstrated here, more frequent SALAS calculations
may be warranted (<10 min), as the derived surface
parameters cause the largest variability in the iteratively
derived QH,LAS (Figure 10). Here, time of day is not
found to be a critical for selecting the SALAS calculation
frequency.

• For model-observation horizontal spatial consistency,
the appropriate NWP grid box fluxes are weighted
using the SALAS accumulated weight per grid box (e.g.,
Figure 2).

• NWP land cover data can be both coarse and dated,
making model surface parameters less representative of
the real world and biasing model skill unnecessarily.
Here the Met Office’s NWP model (UKV) has smaller
areas of vegetation, and more paved areas compared to
buildings, than the SALAS dataset (Figure 7). However,
total built proportions (building+ paved) are in better
agreement.

Vertical
• For vertical consistency, the closest model level to obser-

vation zf is identified and used for each period com-
pared.

• Additionally, the NWP surface flux is compared to the
QH,LAS. Both are considered to be in the inertial sublayer
(ISL).

Temporal
• QH,LAS can be obtained for very short periods (e.g.,

1 min) unlike EC over surfaces with large roughness
elements (Haugen, 1973), with SALAS changing over
consecutive time periods because of meteorological
conditions and surface characteristics within the SALAS.

• 1-min mean QH,LAS are shown to respond in a manner
consistent to observed 1-min mean K↓ (Figure 9). This
suggests that with higher-resolution modelling, that is
turbulence permitting, the proposed methodology will
have increasing utility.

The method is demonstrated for two days with con-
trasting cloud cover using one LAS path in central London
and the UKV NWP model. The following conclusions are
drawn:
• During evaluation, when QH,LAS fluxes (1 min, 5 min)

with a similar frequency to the UKV’s time step (order
1 min) are used, the model performance is poorer than
when longer QH,LAS means (e.g., 10 min, 60 min) are
used. Poorest performance occurs using 1-min QH,LAS
despite this being the closest time interval to the model.
This is attributed to the UKV not explicitly represent-
ing turbulence. This conclusion is likely to hold for
other models with similar constraints. Although land
cover varies between grid boxes, the parametrised UKV
surface fluxes are similar (cf. observations) as the tur-
bulence is not explicitly resolved. Hence, if the UKV
correctly predicts an observed extreme within a given
hour, it is not representative of a 60-min period.

• It is important to consider at what vertical level to evalu-
ate, possibly more important than which grid boxes are
included, when the surface cover variations are small.
With little variability in built proportion, the QH/K↓ val-
ues are similar, suggesting reasonably consistent fetch.
The small land cover variability results in small dif-
ferences in the model evaluation results between four
different QH,UKV flux values (Section 6.2). Larger differ-
ences occur between QH,UKV surface and the model level
closest to LAS-zf, although both are within the model’s
ISL or constant flux layer.
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Application of this methodology will allow longer-term
model evaluation using LAS to be conducted, and con-
clusions about the model’s performance to be made. In
addition, the LAS observations can be used to evaluate
higher-resolution models (e.g., Boutle et al., 2016; Lean
et al., 2019), where surface variability should be better cap-
tured through providing more detailed land cover datasets.
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APPENDIX A. CALCULATION OF METEORO -
LOGICAL VARIABLES TO DERIVE QH,LAS

As meteorological variables are needed at the LAS-zf beam
height (Section 3.1), corrections are needed from a sensor
(e.g., automatic weather station) located at height zm. In
this case, the sensor is at 142 m a.s.l. (Section 4.2.1). These
data undergo quality control steps (e.g., logical thresholds

and wind direction consistency) before being used for the
calculation of QH,LAS.

To correct air pressure (P, units: Pa) we use
(Ambaum, 2020):

P = Pm exp
[
−gM(zf − zm)

R∗T

]
,

where Pm is the pressure at height m, g is the grav-
ity acceleration (9.81 m s−2), M is the molar mass of air
(0.03 kg mol−1), R* is the universal gas constant (8.31 J
mol−1 K−1) and T is air temperature (K). Similarly,
horizontal wind speed (u, m s−1) is corrected (Oke
et al., 2017):

u = um

ln
(

zf−zd
z0

)
− 𝛹M

(
zf
L

)
+ 𝛹M

(
z0
L

)
ln
(

zm−zd
z0

)
− 𝛹M

(
zm−zd

L

)
+ 𝛹M

(
z0
L

) ,

as part of an iterative process (Figure 3, and Table 1 for
notation). The height-corrected u is then used in the cal-
culation of L.

To calculate the SALAS (Section 3.1.1) u*, L, wind direc-
tion (𝜃◦), and the standard deviation of the v component of
wind (𝜎v) are needed. Each observation sample (e.g., 5 s) is
used to calculate the latter (Grange, 2014):

v = −|u| cos(𝜃),

prior to determining 𝜎v for the desired flux averaging
period (e.g., 1 min).

Absolute humidity (q, kg m−3) is used in eq. F.2
(Figure 3) to calculate AT using (Vaisala, 2013):

q = ew

RV × T
,

where ew is the water vapour pressure derived from relative
humidity (Rq, %) (Mcllveen, 2010):

ew = ews ×
Rq

100
,

and ews is the water vapour saturation pressure
(Vaisala, 2013):

ews = A × 10
(

s×T
T+Tn

)

where values of constants A, s and triple point temperature
(Tn) are constant for a given temperature range (Table 1 in
Vaisala, 2013).
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APPENDIX B. SIMPLIFICATION OF THE
STRUCTURE PARAMETER OF THE REFRAC-
TIVE INDEX

As air temperature (T), pressure (P), and absolute humid-
ity (q) can all modify the structure parameter of the
refractive index (C2

n, Section 3.1, eq. F.5, Figure 3), other
meteorological variables (Section A.1) are also needed. As
variations in P occur at temporal scales that are longer than
the averaging period, and on spatial scales larger than LP
(Section 4.2.1), they are typically ignored (Hill et al., 1980),
so the refractive index structure parameter can be written
(Wesely, 1976) as:

C2
n =

A2
T

T
2 C2

T +
2 ATAq

Tq
CTq +

A2
q

q2 C2
q,

where AT and Aq are the structure parameter coefficients
for temperature and humidity, respectively, and CTq is the
covariant term.

A near-infrared single-wavelength (∼850 nm) LAS sys-
tem has greater sensitivity to temperature-caused scintil-
lations than humidity; therefore, the relative contribution
to C2

n from AT is much larger than from Aq (Wesely, 1976).
If the surface is dry (e.g., by removing wet periods,
Section 3.1) the Bowen ratio (𝛽) correction term becomes
small and can be ignored (Hill et al., 1980), allowing fur-
ther simplification to:

C2
n ≈

A2
T

T2 C2
T

(
1 + 0.03

𝛽

)2

≈
A2

T

T2 C2
T .
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