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Enhancing Early Warning Systems: Predicting Next Vital Signs Using
Recurrent Neural Networks and Attention Models

Abstract

Vital signs have proven to be highly precise
indicators of patient deterioration. To accurately
identify high-risk patients in hospital wards, early
warning scores have been introduced. However, these
scores often rely solely on current vital sign readings
and seldom incorporate trends in vital signs over
time. In this work, the prediction of patient vital
signs which include Diastolic Blood Pressure, Systolic
Blood Pressure, Heart Rate, Respiratory Rate, Oxygen
Saturation and Temperature over the MIMIC-III dataset
involves utilizing past vital signs, patient demographic
data, and admission details for the next early warning
score prediction. Various deep learning models
were trained to perform multi task learning for this
purpose, leveraging clinical data available prior to the
admission diagnosis. The resultant model demonstrates
strong predictive performance, showcasing its robust
capabilities in forecasting forthcoming vital signs.
Among the deep learning models utilized Long Short
Term Memory (LSTM), Bidirectional Long Short Term
Memory (BiLSTM), Multi-head Attention, and Long
Short Term Memory-Attention (LSTM-ATTN), among
these the LSTM-ATTN model yielded the most promising
outcomes. It achieved a total mean squared error of
0.0022, surpassing the performance of the other three
models. This underscores its potential for deployment
in deployment not only in hospital settings but also
in the context of virtual ward management, where
real-time prediction of patients’ next vital signs and
early detection of deterioration can be invaluable.

Keywords: Vital Signs, Bidirectional Long Short
Term Memory, Long Short Term Memory, Multi-head
Attention, Attention, Early Warning Score, Virtual
Wards.

1. Introduction

Vital signs play a crucial role in monitoring
a patient’s health status and can provide valuable
insights into their recovery or deterioration. It
is essential for identifying early warning signs of
deterioration, assessing treatment response, detecting
complications, guiding clinical decision-making, and
monitoring patient recovery. Patient decline and
negative outcomes are often heralded by unusual vital
signs. These indicators typically manifest hours to
days before the event such as infection, death or a
cardiac arrest (Barfod et al., 2012), allowing for timely
intervention. A patient’s vital signs are typically
monitored continuously using a bedside monitoring
system, supplemented by intermittent manual checks
by clinical staff. The bedside monitor employs
straightforward thresholds for each vital sign, like a
heart rate (HR) below 40 bpm, to identify patient
abnormalities. These thresholds are often established
based on clinical expertise or derived from data on stable
patients worldwide. The irregularities in vital signs have
consistently been noted in patients preceding significant
clinical occurrences like infection, cardiac arrest, and
mortality. Consequently, early warning systems (EWS)
(Petersen, 2018), have emerged. These systems monitor
vital signs at regular intervals and use predefined criteria
to alert clinicians of patient deterioration.

EWS commonly monitors Heart Rate (HR),
Respiratory Rate (RR), Blood Pressure (BP),
Peripheral Oxygen Saturation (SpO2), Temperature, and
sometimes Consciousness level. Aggregate-weighted
EWS combines multiple vital signs and patient
characteristics, each assigned a weight based on
predefined thresholds. An overall risk score is then
calculated by summing the weighted scores.

There are several early warning score system



such as National early warning score (NEWS) (Smith
et al., 2019), Centile-based early warning score
(CEWS) (Tarassenko et al., 2011), Modified Early
Warning Score (MEWS) (Gardner-Thorpe et al., 2006),
Manual centile-based early warning scores (MCEWS)
(Watkinson et al., 2018), Age-based early warning
score (AEWS), and Hamilton Early Warning Score
(HEWS) (Tam et al., 2017). Various EWS have been
utilized in the United Kingdom (UK) to date, among
which the National Early Warning Score (NEWS) has
demonstrated superiority over 33 other EWS (Kolic
et al., 2015). NEWS is designed as a scoring mechanism
aimed at preventing and promptly identifying patients
at risk of developing or presenting with acute illness.
In this study we are focusing on forecasting the next
vital sign so that we can perform the next NEWS score
calculation an hour ahead of time.

However, aggregate-weighted EWS have
limitations. They provide a snapshot of the patient’s
current risk but fail to capture trends or predict future
risk trajectories. Moreover, these scores do not consider
correlations between parameters, as each parameter’s
score is independently calculated, disregarding potential
interactions. Furthermore, most of the works that aim
to forecast these vital signs or NEWS scores do not
consider other factors such as patient demographics,
admission details, and medical history.

In this study, we aim to overcome the noted
limitation in EWS score calculation, alterations
therein in response to abrupt pattern shifts, allowing
medical professionals to devise patient treatment plans
accordingly. For this purpose, we employed various
deep learning models to conduct multitask learning,
predicting upcoming vital signs for NEWS score
computation. The dataset used incorporates static
patient demographics, admission details, and dynamic
patient vital signs predicting the anticipated trajectory
of a patient’s forthcoming vital signs which could
enable medical personnel to monitor deviations from the
anticipated pattern. Such observations could assess the
likelihood of physiological decline, enabling clinicians
to tailor an optimal treatment strategy. Figure 1 provides
a comprehensive depiction of a patient’s journey from
hospital admission to the prediction of vital signs.

2. Literature Review

Using machine learning algorithms on vital signs
or Early Warning Scores (EWS) to predict medical
outcomes like mortality (Alghatani et al., 2021), chronic
respiratory disease (Youssef Ali Amer et al., 2021),
cardiac arrest (Ahmed et al., 2023), sepsis (Barton et al.,
2019) and other emergencies can be considered crucial,

especially in emergency department settings where
longer waits can cause fatal for a patient. In situations
such as disasters or mass casualty incidents, where
demand exceeds available resources, this technology
could become essential.

The NEWS has been widely validated in acute
medical and pre-hospital settings, highlighting its
effectiveness, yet there is an opportunity to further
explore its application in the postoperative surgical
population. To address this, researchers (Chiu et al.,
2020) employed simple logistic regression to model the
relationship between the NEWS physiological variables
and the likelihood of a serious patient event within the
following 24 hours for cardiac surgical population and
also assessed the discriminatory power of each model
for predicting events in the next 6 or 12 hours. The
study found that a logistic version of the NEWS, as
opposed to the current additive model, more effectively
discriminates patients after cardiac surgery who may
die, experience cardiac arrest, or require unplanned
readmission to intensive care.

Vital signs are crucial for assessing patient risk,
as specific patterns of abnormalities emerge due
to strong correlations between multiple vital signs.
By considering short-term summary statistics and
correlations of all vital signs simultaneously, Forkan
and Khalil, 2017 generated a feature vector suitable for
multi-label classifiers. These features are then used to
build machine learning models that predict short-term
vital sign threshold values reducing false alerts in
monitoring stations and aiding in the early detection of
clinical dangers.

Intelligent monitoring solutions are necessary to
efficiently manage hospital resources, particularly
within crowded intensive care units (ICUs), a challenge
exacerbated during the global COVID-19 pandemic.
One such work by Youssef et al., 2021 used machine
learning models to predict future vital sign values
in COVID-19 ICU patients, focusing on heart rate,
respiration rate, and oxygen saturation. Different
approaches were tested, including models considering
multiple vital signs and those focusing solely on
the three mentioned. Results showed acceptable
prediction performance. These models offer potential
for integration into monitoring systems to provide
real-time health condition predictions for COVID-19
ICU patients with a limited set of vital signs.

In our study, we didn’t just rely on patient vital
signs; we also incorporated patient demographics and
admission particulars like admission type (Emergency,
Newborn, Elective, or Urgent), length of stay, and
Insurance. These factors are crucial for predicting
future vital signs using multitask learning, allowing



Figure 1. Patient Journey from admission to vital signs prediction.

for a patient-focused prediction. This approach will
inturn enable us to forecast NEWS score one hour in
advance, ensuring timely treatment administration in not
just hospital setting but can be used in virtual ward also.

3. Methodology

In this section, we delineate our methodology
encompassing the entire process from pre-processing
to model architecture and training. We provide a
comprehensive overview of our approach, detailing the
steps involved in preparing the data, designing the model
architecture, and training the models. This section
serves as a foundational framework for understanding
our research methodology and the subsequent analysis
of results.

3.1. Dataset

The MIMIC-III dataset (Johnson et al., 2016)
comprises extensive medical records freely available for
research purposes. It encompasses detailed hospital
stay data of patients admitted to the intensive care
units of the Beth Israel Deaconess Medical Center, a
tertiary care hospital, spanning from 2001 to 2012.
The dataset contains a wide range of information,
including deidentified patient demographics, hourly
bedside vital signs, and clinical notes in free-text format.
The data was extracted from the MIMIC tables using
BigQuery, followed by extensive pre-processing and
then forecasting of the vital signs of patient data.

Inclusion Criteria: We hold the view that acute
care events should manifest during the ICU stay, and
the sooner they can be anticipated, the more beneficial

they are. Hence, our emphasis is on extracting the initial
48-72 hours of data for forecasting future vital signs,
rather than utilizing the entire admission dataset. Out
of all the patients we chose the patients we chose the
patients whose available vital signs were in the range
of 48-72 hours so that we get an optimum range for
predicting the future vital signs for the NEWS score
calculation.

3.2. Preprocessing

This section encompass data extraction, cleansing,
missing value imputation, and structuring the data
according to the problem statement. Typically, data
processing is performed using Python libraries like
Pandas and NumPy. The initial phase involves
extracting data from the source system, this was
executed using SQL due to the MIMIC-III dataset’s
hosting on Google BigQuery. We used the data from
dynamic and static patient data by using the information
from Admissions, chartevents and d items table.

A vital aspect of the forecasting model is obtaining
the patient’s vital signs, such as systolic blood pressure,
diastolic blood pressure, temperature, and heart rate.
Subsequently, we perform data cleansing, which entails
standardizing vital signs to a single unit of measurement.
For instance, temperature readings may be recorded
in Fahrenheit or Celsius, requiring conversion using
appropriate formulas.

After standardization, outlier handling becomes
important to ensure the accuracy of forecasting models.
Outlier ranges are defined for each vital sign a separate
table as mentioned in the work Wang et al., 2020,



enabling the replacement of outlier values with null or
valid high/low values. The missing values are also
tackled by repeating the previous values for a specific
patient. Furthermore, as vital readings are recorded at
varying hours and frequencies for each ICU patient, this
makes aggregation necessary. Aggregating data involves
computing mean vital readings for each hour per patient.
Following aggregation, data pivoting is conducted to
transform each vital sign into a column, with rows
representing readings at specific hours during an ICU
stay. This restructuring prepares the data for training
machine learning algorithms. Following pre-processing,
the sequence length for the time series data was kept 48.

3.3. Model Architecture

Upon further study different types of data were
gathered for this model including demographics such
as Hospital admission ID (HADM ID) which is
our primary key, ’hour from intime (which keeps
count of instances of vital signs recording), icustay
id, Age, Length of total stay, Admission type
(Emergency, elective, Newborn, or urgent) Gender
of the patient (Male or Female), Religion (Catholic,
Not specified, Unobtainable, and Others), Insurance
(Medicare, Private, Medicaid, or others), Marital Status
(married, single, unknown, or others), Language and
ethnicity. The vital signs or output include diastolic
blood pressure, heart rate, oxygen saturation, systolic
blood pressure, respiratory rate, and temperature. Figure
2 illustrates the model architecture utilized in our study,
featuring a two-layered design with distinct dense layers
dedicated to each vital sign forecasting task.

3.4. Model Training

Several models, including LSTM, BiLSTM,
multi-head attention, and LSTM-attention, were utilized
in this study for implementation. Each of these models
was trained at 15 epochs, and the hyperparameters,
such as learning rate, sequence length, and evaluation
metrics, were kept the same for a fair comparison.
Hardware: The training process utilized a computing
infrastructure consisting of a Google Collaboratory
Pro version, equipped with a V100 GPU and 50GB of
RAM. This configuration allowed for efficient training
of the model, leveraging the computational power
necessary for complex deep learning tasks. Detailed
description and structure of these models are discussed
below

• LSTM
An LSTM, which stands for Long Short-Term

Memory (Elsworth and Güttel, 2020), is a form
of recurrent neural network (RNN) proficient
at analysing sequences of information such as
text, speech, or time series data. Its name, ”Long
Short-Term Memory”, reflects its capability
to manage both short-term and long-term
dependencies within the data.
Memory Cells: The core element of an
LSTM lies in its memory cells, which are
capable of retaining information over prolonged
duration. These cells aid the model in learning
from sequences containing intervals between
significant occurrences.
Gates: LSTMs are equipped with three types
of gates regulating the inflow and outflow of
information within the memory cells:
- Forget Gate: Determines the data to discard
from the memory cells.
- Input Gate: Determines the new information to
incorporate into the memory cells.
- Output Gate: Determines the information to
output from the memory cells.

From the current input word representation xi,
the previous hidden state hi−1, and the preceding
memory cell ni−1, the current hidden state hi and
memory cell ni at time step i are generated. The
feature vector ei, forget gate fi, output gate oi,
and input gate ii are defined in equations (1) –
(6).

ii = Sigmoid(Wjxi + Ujh(i−1) + bi) (1)

fi = Sigmoid(Wfxi + Ufh(i−1) + bf ) (2)

Oi = Sigmoid(Woxi + Uoh(i−1) + bo) (3)

ei = tanh(Wgxi + Ughi + bg) (4)

Where W and U are weights and b is the bias. The
hidden state hi and current state ni are calculated
as

ni = fi
⊙

ni + ii
⊙

gi (5)

hi = Oi

⊙
tanh(C(i−1)) (6)

Training: Throughout the training process,
the LSTM adjusts the parameters of its gates
to effectively retain crucial information while
disregarding irrelevant details within the input
sequences.

• Multi-Head Attention
Multi-head attention (Zeng et al., 2022) is a
technique used in deep learning, notably in



Figure 2. Model Architecture.

transformer models, to simultaneously capture
various aspects of the input data. It improves the
model’s capacity to focus on multiple sections of
the input sequence, enabling it to grasp intricate
patterns and relationships.
Multi-head attention significantly boosts
the capabilities of neural network models,
particularly in tasks involving sequential data like
natural language processing, machine translation,
and sequence generation. It enables the model to
comprehend diverse patterns and dependencies
within the input sequence, resulting in enhanced
performance across a wide array of tasks.
The process includes Splitting Heads of Key
(K), Query (Q) and Value (V), then scaling
Dot-Product Attention for each head and finally,
Concatenation and Linear Transformation.
Mathematically, the multi-head attention
operation is defined as follows in the equations
(7) to (11):

split(Q) = [h1, h2, ..., hnum h] (7)

split(K) = [h1, h2, ..., hnum h] (8)

split(V ) = [h1, h2, ..., hnum h] (9)

headi = softmax

(
Q ·KT

√
dh

)
· V (10)

MultiHead(Q,K, V ) =

Concat([h1, h2, ..., hnum h]) ·WO(11)

where WO is the output weight matrix with
dimensions dmodel × dmodel.

• LSTM-Attention LSTM-Attention (Zhang
et al., 2019) is a fusion model that merges the
capabilities of LSTM networks and attention
mechanisms.
LSTM: This component adeptly manages
sequential data by grasping temporal
dependencies, excelling at preserving information
for extended periods, thus ideal for tasks dealing
with time-series or sequential data.

Attention Mechanism: By selectively
concentrating on distinct segments of the
input sequence during predictions, the attention
mechanism empowers the model to attribute
varying levels of significance to different
segments, thereby augmenting its aptitude to
apprehend pertinent details.

• Bidirectional LSTM Bidirectional LSTM or
BiLSTM (Siami-Namini et al., 2019) enhances
the LSTM framework by concurrently analyzing
input sequences in both forward and backward
directions. It comprises two LSTM layers: one



handles the input sequence from start to finish
(referred to as the forward LSTM), while the other
processes it in reverse (known as the backward
LSTM). The outcomes of both LSTM layers are
fused or combined to generate the ultimate output
sequence. Through this bidirectional processing,
BiLSTM can grasp insights from both past and
future contexts, enabling a more comprehensive
modeling of temporal relationships in sequential
data. BiLSTM proves particularly effective when
accurate predictions or classifications rely on
considering the context from both preceding and
succeeding time steps.

4. Results and Analysis

The models were evaluated using Mean Squared
Error (mse) in equation (12) and the results were noted
for each of the models.

MSE =

√∑
(s− ŝ)2

m
(12)

Where m is the total number of data points, s is the actual
output value, ŝ is the predicted output value.

The table 1 displays the mse values for each of the
models and vitals across the test dataset, while Figures
3-6 illustrate the evolution of training and validation
errors over increasing epochs. It is apparent from the
graphs that the error values decrease with each epoch
until reaching a stable state.

As observed from the table below, the individual
mean squared errors over unseen test data for each
model are 0.0022, 0.0024, 0.0026, and 0.0031
for LSTM-ATTN, LSTM, BiLSTM, and Multi-head
Attention models respectively. LSTM Attention
demonstrates the most promising results, followed by
LSTM, BiLSTM, and finally Multi-head Attention. The
individual mean squared error values for vital signs for
LSTM-ATTN are 0.00024, 0.00054, 0.00058, 0.00072,
0.00013, and 0.00023 for Diastolic Blood Pressure,
Heart Rate, Oxygen Saturation, Systolic Blood Pressure,
Respiratory Rate, and Temperature respectively. Upon
analyzing the individual mean squared errors of vital
signs, it is evident that LSTM and LSTM-ATTN
perform best for Diastolic Blood Pressure, while
BiLSTM outperforms the other models for Heart
Rate, and Oxygen Saturation, while LSTM-attention
outperforms others for Systolic Blood Pressure, and
Respiratory Rate, and LSTM for temperature. The graph
of actual value VS predicted values for LSTM Attention
model can also be visualized in Figures 7-12 wherein

blue line depicts the actual value and the orange line
depicts the predicted value.

Figure 3. Variation of mean squared error with each

epoch for each of the variables for LSTM model.

Figure 4. Variation of mean squared error with each

epoch for each of the variables for LSTM attention

model.

Figure 5. Variation of mean squared error with each

epoch for each of the variables for Multihead

attention model.



Table 1. Mean Squared Error Values for each of the predictions.
Wherein DBP = Diastolic Blood Pressure, HR = Heart Rate, SPO2 = Oxygen Saturation, SBP = Systolic Blood

Pressure, RR = Respiratory Rate, Temp = Temperature
Model Test MSE DBP MSE HR MSE SpO2

MSE
SBP MSE RR MSE Temp

MSE
LSTM
Model

0.0024 0.00024 0.00054 0.00058 0.00072 0.00013 0.00023

BiLSTM
Model

0.0026 0.00016 0.00052 0.00042 0.00099 0.00016 0.00032

Multi-head
Attention

0.0031 0.00019 0.00082 0.00068 0.00072 0.00016 0.00050

LSTM 0.0022 0.00016 0.00060 0.00037 0.00068 0.00013 0.00026
-Attention

Figure 6. Variation of mean squared error with each

epoch for each of the variables for BiLSTM model.

Figure 7. Actual value and predicted value of

Systolic Blood Pressure.

Figure 8. Actual value and predicted value of

diastolic Blood Pressure.

Figure 9. Actual value and predicted value of

Oxygen Saturation.

Figure 10. Actual value and predicted value of

Respiratory Rate.

Figure 11. Actual value and predicted value of

Temperature.



Figure 12. Actual value and predicted value of Heart

Rate.

Below graphs (Figures 7-12) illustrate the
comparison between predicted and actual values
of vital signs. On the graph, the X-axis represents
individual data points, while the Y-axis represents
the corresponding vital sign values. In this work
standardized units are used to measure each vital
sign across all patients, ensuring consistency (e.g.,
temperature measured in Celsius).

Upon examination, a marginal variance between
the actual and predicted values of each vital sign
is observable. This discrepancy suggests that while
the prediction model provides an overall estimation,
individual patient conditions may influence the precise
values recorded. Given that the test data encompasses
multiple patients, it includes a spectrum of vital sign
readings. Some values fall within typical or ”normal”
ranges, reflecting stable patient conditions, while others
may extend to extremes, indicating more acute or varied
health statuses. This range underscores the diverse
health scenarios captured within the dataset, offering
valuable insights into the breadth of patient conditions
and the challenges of accurate prediction across varied
medical contexts.

5. Conclusion

In conclusion, we performed a forecasting of patient
vital signs data over the MIMIC -III data using past
vital signs, patient demographic data, and admission
details. Multiple deep learning models including LSTM,
LSTM -attention and Multi head Attention were trained
to forecast the forthcoming vital signs using clinical
data accessible prior to the admission diagnosis. The
results exhibit robust predictive capabilities. Subsequent
research endeavours could bolster the model’s reliability
by enhancing the interpretability of features extracted
from clinical notes. Due to the lack of a few
variables such as Air or Oxygen, SPO2 Scale 2, and
consciousness we did not move further with the total
NEWS score calculation. However, the performance

highlights the models capability for implementation
in hospital environments, where the ability to predict
patients’ next vital signs in real-time can be extremely
valuable.

6. Future Work

Despite yielding favourable outcomes there is a
lot that can be done in future to address certain
limitations such as the current model being constrained
to predicting only one hour ahead and attempts to extend
this prediction window in an iterative manner yielded
unsatisfactory results as the predictions suffered from
error propagation wherein small error in the present
position piled up and became larger in subsequent
predictions. To address this limitation, implementing
a transformer-based model (Phetrittikun et al., 2021)
could allow us to perform multi horizon time series
forecasting, enabling visualization of future trajectories.

To ensure trust in model predictions, interpretability
is essential. Incorporating interpretability in the model
can be achieved through methods such as the Temporal
Fusion Transformer (Lim et al., 2021).

Given the inherent complexities within medical
data, particularly in time series datasets characterized
by irregular intervals, using a robust framework
(Zhang et al., 2021) is imperative to address such
challenges effectively. Additionally, it is crucial
to confront issues related to missing data. In
our study, we employed a straightforward imputation
method to handle missing values (Zhang et al.,
2023). However, exploring and integrating alternative
frameworks into our methodology is essential to
enhance the performance of the final model and yield
improved results.

Considering the correlation between different vital
signs (Forkan and Khalil, 2017) based on patient
abnormality can also help us to impute missing values
if other vital signs are present.

While the current study focuses solely on structured
data, there is a need to broaden its applications to
encompass data from diverse sources, including time
varying International Classification of Diseases (ICD)
codes (Fritz, 2000), clinical notes, radiology data (
such as X-rays, MRIs, CT-scans, etc), and laboratory
tests. Utilizing multiple diagnostic models for images,
semi-structured data, and an embedding model for
clinical or document-format data could facilitate this
expansion.



Figure 13. Application of our model in hospital wards for virtual ward selection

7. Application to Virtual Wards

Virtual wards also known as hospital at home (NHS,
2022) which are an innovative approach to health
care delivery, have the ability to harness technology
to extend the reach and effectiveness of medical care
beyond traditional hospital settings. This healthcare
service model provides hospital-level care to patients
in their own homes rather than traditional hospital
settings. Though not a new concept, utilizing virtual
wards (Lewis et al., 2013) during the COVID-19
pandemic has proven to be a successful initiative for
the National Health Service in the United Kingdom.
Extending this practice to other medical conditions has
also shown promise. The virtual ward selection process
involves medical and nursing teams assessing patients’
suitability, confirming self-sufficiency, and arranging a
technical setup visit at the patient’s residence. The
assessment includes several baseline characteristics
such as patient demographics, medical history, time
varying vital signs, and referrals.

Our predictive model can also be used in the virtual
ward context. As shown in Figure 13, predicting
patients’ vital signs ahead of time, healthcare providers
can assess whether they require hospitalization or can
be safely discharged to a virtual ward based on the
prediction of the deterioration risk. The purpose
of this model is to provide hospital staff with the
necessary information to make decisions regarding
patient management. This approach will not only
optimizes resource allocation within healthcare facilities
but also ensure timely and appropriate care delivery
tailored to individual patient needs.
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