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Abgract:

A gylised fact in the red edate portfolio divergficaion literature is that sector (property-
type) effects ae rdaivdy more important than regiond (geographica) factors in
Oetermining property returns. Thus, for those portfolio managers who follow a top-down
goproach to portfolio management, they should first choose in which sectors to invest and
then sdlect the best properties in each market. However, the question arises as to whether
the dominance of the sector effects rddive to regiond effects is condant. If not property
fund managers will need to take account of regiond effects in devdoping ther portfolio

srategy.

We find the results show tha the sector-specific factors daminete the regiond -specific
factors for the vast mgority of the time. Nonethdess, there are periods when the regiona
factors are of equd or greater importance than the sector effects  In particular, the sector
effects tend to dominate during volatile periods of the red edtate cyce however, during
cadmer periods the sector and regiond effects are of equd importance.  These findings
suggest that the sector effects are dill the most important aspect in the development of an
active portfolio srategy.
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Changesin the Relative Importance of Sector and Regional Factors. 1987-2002
Introduction

A gylised fact in the red edtate portfolio diverdficaion literature is that sector (property-
type) effects ae rdaivey more important then regiond (geographica) factors in
determining property returns.  Thus, for those portfolio managers who follow a top-down
goproach to portfolio management, they should firgt choose in which sectors to invest and
then sdlect the best properties in each market. However, the question arises as to whether
the dominance of the sector effects redive to regiond effects is congant.  If not property
fund managers will need to take acoount of regiond effects in developing their portfolio

srategy.

In order to andyse the reative importance of sector and regions in determining property
returns previous Sudies have used the dummy varidble gpproach of Heston and
Rouwenhorst (1994, 1995). Spedficdly, the dudies use smple dummy variables to
identify the sector and regiond dffiliaion of each propety.  When these dummy
variables are regressed on the cross-section of property returns, the estimated coefficients
on the dummy vaiables are the implicit, or “pure’, return effects of the sectors and
regiona factors. Four studies have goplied this gpproach to the red estate market; Fisher
and Liang (2000), Lee (2001), Newdl and Keng (2003) and Andrew et d (2003). Fisher
and Liang (2000) found that sector effects were more importat than regiond
divergfication, based on quarterly data from the US. Usng UK daa Lee (2001) found
that the pure sector effects accounted for the mgority of the variance in property returns,
with the pure sector effects being more than twice as large as the pure regiond -specific
effects  In contrast, Newel and Keng (2003) find tha the results for Audrdia do not
support the previous work with the “pure’ regiond factors showing margindly grester
effect than the sector-spedific effect.  Findly, usng a much larger database and a longer
time period Andrew et d (2003) found that dthough the dominance of the sector effect is
generdly robust across different periods of the property cycle, there were a number of
periods when the regiond factor was greater than the sector effect, especidly in periods
of market cdm. In contrad, in periods of market turbulence the sector effects tended to
dominate.  This implies that the variation in importance between the two factors is
changing through time. As a conssquence, we need to invedigate this issue in greater
depth in order to see whether the regiond factors have gained in importance redive to
the sector factors.

In order to invedigate whether the sector effects are more important than regiond effects
al of the time or whether the regiond factors are of equa or greater importance for some
of the time this paper uses monthly deta over the period 1987:1 to 2002:12. In this way
we can track the evolution in the redive importance of the sector and regiond effects
more dosdy ovatime  Spedificaly, we didinguish between three kinds of factors a
national effect tha captures broad co-movement across propety returns, in effect
contralling for the property cycle, pure sector-specific effects that control for property-
type determinants of property returns, and regiond-specific effects which reflect the



different characteridtics of the locd market. In generd, we find that athough the sector-
specific factors dominate for the vast mgority of the time there are a few periods when
the regiona factors are of equa or grester importance. In particular, the sector effects
tend to dominate during volatile periods of the red edate cycle, however, during cadmer
periods the sector and regiond effects are of equa importance. These findings suggest
that the sector effects are ill the most important factor in the development of an active
portfolio Srategy.

The paper is organized as follows.  Section 2 discusses the data, while Section 3 reviews
our empirical approach. Section 4 presentsthe results. Section 5 concludes the studly.

Data

It is important that the data used in this sudy is a redidic and unbiased representation of
the performance of property in the UK. The databases of Investment Property Databank
(IPD) provide such a source. IPD are a commercid organisation providing independent
performance measurement and benchmarking sarvices to propety investors. Ther
databases are made up from individud property data supplied by contributing investors.
Thee incdlude insurance companies, penson funds and quoted property companies. Of
paticular interest in this gudy are those properties that are vaued monthly and for which
monthly performance figures are recorded. These properties form the dataset from which
IPD’s UK Monthly Index is condructed. Those funds tha have monthly vauations of
thelr property portfolios are generdly ether Propety Unit Truds (PUTs) or Managed
Funds, both of which are reguired to have monthly vauations by UK law. The monthly
dataset is a subset of the annud databank, but has a dightly different sector and regiond
compodgtion. This is because these funds do not tend to hold large portfolios of properties
and s0 do not invest in propeties with a large lot 9ze, such as Shopping Centres.  In
totd, a the end of December 2002 the monthly index was based on the performance of
2,484 properties with an aggregate vaue of £11.6 hillion from 53 funds (IPD, 2003).

The daa usd in this dudy is essatidly dl the sanding invesments in the monthly
dataset described above. Standing investments are properties that are held in portfolios
and not bought or sold, or subject to development or Sgnificant improvement expenditure
during a particular period. However, properties that did not belong to one of the three
main sectors (retal, office and indudtrid) were excluded from the andyss. Thee were
typicdly properties in such sectors as agriculturd land, resdentid property and leisure,
which do not form asgnificant part of most inditutiona investment portfolios

The andyss was run from the firg month of 1987 (the firg period in which monthly data
is avalable) through to the last month of 2002, 192 months in dl. Over this period, the
number of properties covered varied, with around 1,000 properties in the early months,
later rising to around 2,500 towards the end of the period. Despite this, the sector and
regiond compogtion remans rddivdy dable from month to month, with little deviation
from the average proportions shown in Table 1.



Table 1: Average Sector and Regional Proportions: 1987 to 2002

Sector Region
Retail 53%  London 18%
Office 27%  South Eagt 35%

Indugria 20%  Restof UK 47%

The low frequencdies in the eally periods place a redriction on the dassficaion of
properties into sectors and regions.  Thus, the andyss is kept to three sectors, retal,
office and indudrid and three super-geogrgphicd regions, London, the rest of the South
East and the rest of the UK. The use of three super-regions suggested in previous sudies
by Eichholtz et d (1995) and Lee and Byrne (1998). In addition, this has the advantage
that on average the sector and region portfolios are of equd sSze. Thus we mitigate any
potential bias againg finding important regiond effects induced by more refined regiond
classfications compared with sector portfolios that ae lager and therefore more
diversfied (see Griffin and Karolyi, 1998). While, Andrew et d (2003) showed that the
ue of more refined regiond dassfications makes no ggnificant difference on the results
from the 3-by-3 sector regiona scheme adopted here'.

M ethodology

Following Heston and Rouwenhorst (1994, 1995), we assume that the return on each
property depends on four components a nationd factor (a), sector factors (b) and
regiond factors () and a property-specific disturbance €). The paper edimaes a time-
sies for the redization of the common naiond factor, sector factors and regiond
factors by running the following cross-sectiond regresson every month from 1987:1 to
2002:12: udng the following eguation:

M L
R; =a+5bi,ij+ a Ii,ka +€j (2)
j=1 k=1
where:

R = the return of property i intime period t i=1...N

a = the return on the market in generd

bj = the return to the sector factor | ji=1,...M

| k = the return to the regiond factor k k=1,...L

5 = 1if the property isin sector j, O otherwise.

Fc =1if the property isinregion k, O otherwise

Equation (1) canot be edimated in its present form because it is unidentified due to
perfect multicollinearity.  Intuitivey, this is because every property beongs to both a
region and a sector, s0 that region and sector effects can be measured only rdaive to a

L All the handling and processing of individual property data was done by IPD to maintain investor
confidentiality.



benchmark. One possbility would be to arbitrarily choose one region in one sector as a
base, and estimate equation (1) under the redtriction that this sector and region are zero.

Rather than goply such an arbitrary sector/regiond choice, Morgan (1964), Sweeny and
Ulveling (SU) (1972), Suits (1984) and Kennedy (1986) have dl ntroduced proposds for
presenting the results of a regresson when there are one or more quditaive varigbles
Morgan (1964) illudrated the trandormation for a sngle dummy variable with three
classes usng a hypothetical problem. SU extended the goproach of Morgan to severd
dummy varidbles as wdl as explanaory variables Suits (1984) and Kennedy (1986)
present a Smilar transformation to that of SU. All authors suggest that once a redtricted
verson of equation (1) is edimated the coefficients of the ddeted sector and region can
be recovered by adding a congant to esch of the edimated sector and regiond
coeffidents and subtracting the sum of the two condants from the intercept a. Where the
constants to be added and subtracted are the proportions of the data in each sector j and
regionk.

This goproach amplifies the interpretation of the coeffidents but does not afect the
datisticad properties of the mode (see Suits, 1984) and Kennedy, 1986). The intercept a
reflects the return on the equa-weighted portfolio of the sampled property across the UK
- a benchmark againg which sector- and regiona specific effects are measured. Because
(1) is edimaed monthby-month, a will vay over time, cgpturing the impad of the UK
property cycle on property returns across sectors and regions.  Thus, the estimated sector
and regiond coefficients represent excess returns reative to this return.  As long as no
two sectors in the sample have exactly the same proportion of properties across the
regions there is no identification problem in estimating these regiondly neutrdised sector
effects and sector-neutraised regiond effects Smultaneoudy.

We follow the literature in udng different metrics to quantify the importance of sector
ad regon effects FHred we follov Rouwenhorgt (1999) in usng mean absolute
deviations (MADs) of the sector and region coefficients from equation 1. We report the
equa-weighted average for the three sectors and three regions to compare the rdative
importance of the sector and regiond effects  The sector MAD can be interpreted as the
average tracking error for returns on region-neutra sector portfolios reative to returns on
the benchmark portfolio. The regiond MAD has an andogous interpretation.  We then
condder the ratio of these average sector effects to the average regiond effects as a
measure of the reative importance of the sector fector rdatively to the regiond factor
(Cavaglia et d, 2000). Intuitively, the implication d the MADs for portfolio managers is
as follows If the ratio is greater than one the return of a portfalio thet is not diversfied
across sectors will on average deviate from the benchmark more than a portfolio that is
not diversfied across regions.

For the second metric we follow Heson and Rouwenhorst, 1995 and compute the
edimated variances of the “pure’ region and sector effects from eguation (1). In
addition, we dso report the equa-weighted averages of these variances to compare the
relaive importance of the sector and regiond effects.  The higher the variance of sector
(region) effects, the higher the proportion of the varigbility in excess returns explained by



sector (region) factors.  More intuitively, if the varigbility of sector effects is higher then
that of regiond effects portfolio managers can achieve more reduction in risk by
diversfying across sectors than by diversfying across regions.

Fndly we folow Beckers et d (1996) and compare the explanaory power of the
individud factors, as measured by adjusted R?, in determining property retumns relaive to
tha of the full modd induding dl factors The difference in the cross-section of
explanatory power messures the contribution of the omitted variadble to explaning
individud property returnsin agiven period t.

Overall Reaults

We firg discuss the time-series excess coefficients of the sector and region effects Table
2 gives these vdues for the individud sectors and regions and for the absolute composite
sector and region effects over the full sample period, January 1987 to December 2002,
and for four-year sub-periods in Pand A. The interpretations of the coefficients are, as
outlined above, the impact on a property returns of each factor (sector and region) net of
common nationd effects For example, the coeffident for offices in Period 1 (2.05%)
indicates that invesment in an equad weghted portfolio of office properties diversfied
across the UK out-performed by 2.05% per annum compared with the average return of
the equad weighted UK property portfolio. In contradt, in Period 2 investment in an equa
weighted office portfolio under-performed the UK average by 3.75% per aanum. In a
amilar way, if the coefficent for South East property in Period 1 ¢0.44%) is consdered
it uggests that invesment in an equa weghted portfolio of retall, offices and indudrid
properties diversfied across the South Eagt under-performed on average by 0.44%
compared with the UK market in generd and continued to do so in every sub-period year
up to and incduding 2002. Ovedl the coefficdents in Table 2 show tha the ‘bext’
portfolio to hold in Period 1 would have been a portfalio in the indudrids, over-weighted
in London. In contragt the ‘best’ portfolio to hold in Period 2 would have been invested
indugrids, over-weighted in the Rest of the UK.  This shift in compogtion largdy
reflects cydicd influences spedificdly the difference in timing of both busness and red
edtate cycles across the UK.

When we compare the overal absolute average of the sector coefficients (1.51) to that for
the regiond coeffidents (0.42), we find a ratio of 3.6:1, which is condderably higher than
that found by Andrew et d (2003) (1.4:1) usng anua data However, the dominance of
the sector effects is not condant. The sector effects dominate in the firs and last sub-
periods, both periods of market volaility, while the regiond effects dominate in the
second and third sub-periods, periods of reative cam. This suggedts that sector effects
ae more important in determining property returns in periods of market boom and bug,
whereas sector and regiond effects are of equal importance in periods of market cam.

Next we discuss the variances of the sector and regiond factors $own in Pand B of
Table 2. These results show a number of fegtures of interest. Fird, there is a wide
divergence in variances across sectors even dter controlling for the common nationa
factor and the “pure’ regiond factor. The office and indudrid sectors showing the



grestest variance and retals the least. Second, the variability of the regiond factors is
generdly lower then that of the sector effects, except for the London region.  Indeed, the
London region has the highest variance overdl ad often shows a greatest variance in the
vaious sub-periods of any sector or region. For indance, in the firg sub-period the
London regions variance (40.63% sguared) was much grester than that of indudtrids and
retals and only margindly less then thet of offices  This confirms the view that the
London region needs to be congdered as a separate property market in its own right (see
Cullen, 1993 and Hamelink et d, 2000 and Andrew et d, 2003). Third, Table 2 shows
that sector effects on average have been more vaiadle than region effects over the full
sample period. The ratio of the composte sector effects variance (15.76% squared) to
the composte region effects vaiance (9.25%-sguared) is about 1.7:1. This result is
amilar to tha of Lee (2001) (2:1) but less than that found by Andrews et d (2003) (3:1).

Fourth, the four-year sub periods in Table 2 show that the composte variances of the
sector and region effects have changed consderably overtime.  Sector effects are the
most vaiadle a the beginning (1987-1990) and at the end (1999-2002) of the sample.

Regiond effects are the mogt varidble in the period of the sample (1987 and 1990) but
have not risen at the end of the sample as the sector effects.

Table 2: Decomposition of Annualised Property Returnsinto
Sector and Regional Factors 1987:1 - 2002:12

87:1-90:1291.1-94:12 95:1-98:12 99:1-02:12 8/.1-02:12
Panel A Coerticients Pertod 1l Period2 Period 3  Period 4 Full Period

Sectors

Retail -3.41 1.04 0.42 0.84 0.91
Office 2.05 -3.75 0.24 0.56 0.34
Industrial 6.88 2.74 1.71 181 3.29
Absolute Average 411 251 0.79 1.07 151
Region

London 1.05 -3.98 2.45 1.77 0.32
South East 0.44 -1.03 0.45 0.21 -0.53
Rest UK 0.03 2.55 0.45 0.48 0.41
Absolute Average 0.51 2.52 1.12 0.82 0.42

Panel B Variances Period 1 Period 2 Period 3 Period 4 Full Period

Sectors

Retail 18.08 2.32 0.69 5.61 9.24
Office 41.39 7.52 2.33 10.10 19.88
Industrial 34.18 13.07 2.64 4.90 18.16
Sector Average 31.22 7.64 1.89 6.87 15.76
Regions

London 40.63 5.58 3.20 6.33 20.36
South East 5.60 2.38 1.20 0.39 248
Rest UK 9.84 211 0.57 0.85 491
Regional Average 18.69 3.35 1.66 2.52 9.25

Panel C Adjusted R Period1l Pertod2 Period3 Period 4 Full Period
Sector 1.37 128 0.22 164 113
Region 0.16 0.65 0.19 0.33 0.33




Findly, Pand C of Table 2 shows that the sum of the explanatory power of the sector and
regional dummies is very smdl. On average the sector effects account for only 1.2% and
the regiond factors only 0.3% of the vaiability of monthly returns in the UK. This is
much smdler that that found by Andrew et d (2003), 5% for the sector factors and 3.7%
for the regiond effects usng annud data This suggests that other variables are of greater
importance  than sector and regiond  classfication in determining property  returns.
Nonethdess, when we compare the explanatory power of the sector-specific factors to
that of the regiona effects, the adjusted R values of the sectors are dways gredter then
those of the regions. For the sector effects the adjusted R vaues are highest in Period 4
and least in Period 3, wheress the adjusted R vaues for the regiond factors is highest in
Period 2 and least in Period 1.

The Evolution through time of the Sector/Regional Effects

The results above represent the average rddive influences of sector and regions between
January 1987 and December 2002, However it is vey likdy that these rdaive
influences are evolving through time. More precisdy, the regiond factors may have
ganed in importance redive to the sector factors. To test this hypothess, we compute
the 2-yer moving average of the average sector effects and of the average regiond
effects for two of the three metrics, the MADs and variaces. We then consder the ratio
of these average sector effects to the average regiond effects as a measure of the rdaive
importance of the sector factor relativey to the regiond factor. Thus aratio gregter than
one means that in period t sector dfects dominate regiond effects the oppogte is true if
the ratio is smdler than one.  The choice of a 2year period results form the trade-off
between using a shorter period that could lead to a lack of datigtica power, and usng a
longer period, which could excessively smooth the data.

Figure 1 plots of the sectors and regions MADs and the MAD of the nationd factor. The
nationa factor MAD shows the broad co-movement across propety returns, in effect
representing the property cyde. As is dearly seen the late 1908s and early 1990s was a
period of a mgor boom and bugt in the peformance of property in the UK. This was
then followed by a minor boom and bust from 1993-1996. This in turn was followed by a
much longer period of average performance thet ended in 2001, snce which time the UK
property market has seen another short rise.

Figure 1 shows thet in line with the results in Table 2 the magnitude of sector MADSs haes
changed over time  The two-year average of the sector MADs a the beginning of the
sample measures 5.72% per annum (in absolute terms).  This number then rises with the
boom in the property market in generd to pesk a 7.99% per annum (in absolute terms) in
February 1990 and then gradudly fdls back to a low of 1.03% per anum {n absolute
terms) in January 1998. The sector factor MADs then hovers between 1 and 3% per
annum until the end of the sample in December 2002 (201%), which is sgnificantly
bdow the initid egtimae The petern for region MADs is Smilar but dmost dways less
than the sector effects, condstent with the results in Table 2. The two-year average of the
region MADs a the beginning of the sample is 357% per aanum (in absolute terms) and
then between 3.5% and 1% until the end of the sample.



Fgure 2 tekes a more direct look a the reative importance of the sector and region
effects. It plots the two-year moving average of the raio of sector to region variances.

Conggtent with Figure 1 the retio of the sector variances reative to the regiond variances
is dways gregter than one except for the period from September 1993 to June 1996 and
again from June 1997 to May 1999. Fgures 3 and 4 for the sector and regiond variances
tdl agmilar Sory.

5. Concluson

The benefits of sector and regiond diverdfication in property portfolios have been wel
documented in the literature.  However, the question arises as to whether the dominance
of the sector effects effect rdative to regiond effects is congant. In order to investigate
whether the sector effects are more important then regiond effects dl of the time or
whether the regiond factors are of equa or grater importance for some periods this paper
uses monthly data over the period 1987:1 to 200212 for a sample of over 1000
properties.  In this way we can track the evolution in the rdative importance of the sector
and regiond effects over time.  Taken together the results presented in Table 2 and
Fgures 1-4 show tha the sector-gpecific factors dominate the regiond-specific factors
for the vast mgority of the time. Nonetheless, there are periods when the regiond factors
are of equa or grester importance to the sector effects.  In paticular, the sector effects
tend to dominate during volatle periods of the red estate cycle, however, duing periods
of rdative cam in the UK propety market the sector and regiond effects are of equa
importance.  These findings suggest that the sector effects are dill the most important
agpect in the development of an active portfolio Srategy.
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Figure 1: Moving Average National, Sector and Regional MADs
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Figure2: TheRatio of Sector to Regional MADs
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Figure 3: Moving Averages of Sector and Regional Variances

Sector and

Regional

Variances [\
% per annum~/
squared \

25 /'/4 A [V\
v v
\/ \ Sector Factors
10

Regional Factors \ \ /\_/\'\\\
5 AA
N v

Jan-87 Jan-838 Jan-89 Jan-90 Jan-91 Jan-92 Jan-93 Jan-94 Jan-95 Jan-9%6 Jan-97 Jan-98 Jan-99 Jan-00 Jan-01 Jan-02 Jan-03




Figure 4: The Ratio of Sector to Regional Variances
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