
Improving the TanDEM-X Digital Elevation 
Model for flood modelling using flood 
extents from Synthetic Aperture Radar 
images 
Article 

Accepted Version 

Creative Commons: Attribution-Noncommercial-No Derivative Works 4.0 

Mason, D. C. ORCID: https://orcid.org/0000-0001-6092-6081, 
Trigg, M., Garcia-Pintado, J., Cloke, H. L. ORCID: 
https://orcid.org/0000-0002-1472-868X, Neal, J. C. and Bates, 
P. D. (2016) Improving the TanDEM-X Digital Elevation Model 
for flood modelling using flood extents from Synthetic Aperture
Radar images. Remote Sensing of Environment, 173. pp. 15-
28. ISSN 0034-4257 doi: 
https://doi.org/10.1016/j.rse.2015.11.018 Available at 
https://centaur.reading.ac.uk/46791/ 

It is advisable to refer to the publisher’s version if you intend to cite from the 
work.  See Guidance on citing  .

To link to this article DOI: http://dx.doi.org/10.1016/j.rse.2015.11.018 

Publisher: Elsevier 

All outputs in CentAUR are protected by Intellectual Property Rights law, 
including copyright law. Copyright and IPR is retained by the creators or other 
copyright holders. Terms and conditions for use of this material are defined in 

http://centaur.reading.ac.uk/71187/10/CentAUR%20citing%20guide.pdf


the End User Agreement  . 

www.reading.ac.uk/centaur   

CentAUR 

Central Archive at the University of Reading 
Reading’s research outputs online

http://www.reading.ac.uk/centaur
http://centaur.reading.ac.uk/licence


1 
 

Improving the TanDEM-X Digital Elevation Model for flood modelling using flood 1 

extents from Synthetic Aperture Radar images. 2 

David C. Mason
1
, Mark Trigg

2
, Javier Garcia-Pintado

3
, Hannah L. Cloke

13
,  3 

Jeffrey C. Neal
2
, Paul D. Bates

2
. 4 

 5 

1
Department of Geography and Environmental Science, University of Reading, Whiteknights, 6 

PO Box 227, Reading RG6 6AB, UK (d.c.mason@reading.ac.uk, h.l.cloke@reading.ac.uk ). 7 

2
School of Geographical Sciences, University of Bristol, University Road, Bristol BS8 1SS, 8 

UK (mark.trigg@bristol.ac.uk, j.neal@bristol.ac.uk, paul.bates@bristol.ac.uk  ) . 9 

3
Department of Meteorology, University of Reading, Earley Gate, PO Box 243, Reading, 10 

RG6 6BB, UK (j.garcia-pintado@reading.ac.uk ). 11 

Abstract 12 

The topography of many floodplains in the developed world has now been surveyed with 13 

high resolution sensors such as airborne LiDAR (Light Detection and Ranging), giving 14 

accurate Digital Elevation Models (DEMs) that facilitate accurate flood inundation 15 

modelling. This is not always the case for remote rivers in developing countries. However, 16 

the accuracy of DEMs produced for modelling studies on such rivers should be enhanced in 17 

the near future by the high resolution TanDEM-X WorldDEM. 18 

In a parallel development, increasing use is now being made of flood extents derived from 19 

high resolution Synthetic Aperture Radar (SAR) images for calibrating, validating and 20 

assimilating observations into flood inundation models in order to improve these. This paper 21 

discusses an additional use of SAR flood extents, namely to improve the accuracy of the 22 

TanDEM-X DEM in the floodplain covered by the flood extents, thereby permanently 23 

improving this DEM for future flood modelling and other studies. 24 
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The method is based on the fact that for larger rivers the water elevation generally changes 25 

only slowly along a reach, so that the boundary of the flood extent (the waterline) can be 26 

regarded locally as a quasi-contour. As a result, heights of adjacent pixels along a small 27 

section of waterline can be regarded as samples with a common population mean. The height 28 

of the central pixel in the section can be replaced with the average of these heights, leading to 29 

a more accurate estimate. While this will result in a reduction in the height errors along a 30 

waterline, the waterline is a linear feature in a two-dimensional space. However, 31 

improvements to the DEM heights between adjacent pairs of waterlines can also be made, 32 

because DEM heights enclosed by the higher waterline of a pair must be at least no higher 33 

than the corrected heights along the higher waterline, whereas DEM heights not enclosed by 34 

the lower waterline must in general be no lower than the corrected heights along the lower 35 

waterline. In addition, DEM heights between the higher and lower waterlines can also be 36 

assigned smaller errors because of the reduced errors on the corrected waterline heights.  37 

The method was tested on a section of the TanDEM-X Intermediate DEM (IDEM) covering 38 

an 11km reach of the Warwickshire Avon, England. Flood extents from four COSMO-39 

SKyMed images were available at various stages of a flood in November 2012, and a LiDAR 40 

DEM was available for validation. In the area covered by the flood extents, the original 41 

IDEM heights had a mean difference from the corresponding LiDAR heights of 0.5 m with a 42 

standard deviation of 2.0 m, while the corrected heights had a mean difference of 0.3 m with 43 

standard deviation 1.2 m. These figures show that significant reductions in IDEM height bias 44 

and error can be made using the method, with the corrected error being only 60% of the 45 

original. Even if only a single SAR image obtained near the peak of the flood was used, the 46 

corrected error was only 66% of the original. The method should also be capable of 47 

improving the final TanDEM-X DEM and other DEMs, and may also be of use with data 48 

from the SWOT (Surface Water and Ocean Topography) satellite. 49 
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1. Introduction 59 

Globally, flooding accounts for a substantial proportion of the fatalities and economic losses 60 

caused by natural hazards. Flood inundation models are commonly used to model river 61 

flooding, and are employed for damage assessment and flood defence design studies, flood 62 

relief management and improved flood forecasting. A basic requirement of a flood inundation 63 

model is a Digital Terrain Model (DTM) of the river reach being studied. Many floodplains 64 

in the developed world have now been imaged with high resolution airborne LiDAR or 65 

InSAR (Interferometric Synthetic Aperture Radar), giving accurate DTMs that facilitate 66 

accurate flood inundation modelling. For example, airborne LiDAR typically has a height 67 

accuracy of  about 0.1 m at 1 m spatial resolution or better, sufficient for accurate flood 68 

modelling in urban areas (e.g. Neal et al., 2011). Such accuracy is generally not available in 69 

the case of remote rivers in developing countries. However, the accuracy of DTMs produced 70 

for modelling studies on such rivers should be enhanced in the near future by the availability 71 

of the high resolution TanDEM-X WorldDEM. 72 

Yan et al. (2015) point out that there was a lack of globally-available DEM data for use as 73 

input data for hydraulic modelling before the launch of the Shuttle Radar Topography 74 

Mission (SRTM) in 2000. The SRTM DEM covers all land between 60N and 56S, about 80% 75 

of the Earth’s land surface. Until recently the DEM pixel size has been 3 arc sec at the 76 

equator (about 90 m globally) and 1 arc sec (about 30 m) in the USA and Australia, though 77 

the latest release data are now 30 m globally. The relative height error ranges from 4.7 to 9.8 78 

m at the continent scale (Rodriguez et al., 2006). The SRTM heights include vegetation 79 

canopy heights so that the DEM is not a ‘bare-earth’ DTM. A number of studies have used 80 

the SRTM DEM for large-scale hydraulic modelling in river and delta areas (e.g. Sanders, 81 

2007; Schumann et al., 2008; Alfieri et al., 2014; LeFavour 2005; Neal et al., 2012; Patro et 82 

al., 2009; Wang et al., 2012; Yan et al., 2013) . These have covered many aspects of 83 
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hydraulic modelling, including water level and water surface slope retrieval, flood extent 84 

simulation and water level and discharge prediction. A further near-global DEM that could be 85 

used for flood modelling is that produced by the Advanced Spaceborne Thermal Emission 86 

and Reflection Radiometer (ASTER). This is a 30 m DEM produced by stereo-87 

photogrammetry, whose second version (ASTER GDEM2) was released in 2011.  However 88 

the vertical resolution of ASTER GDEM2 ranges from 7-14 m and the DEM contains 89 

anomalies and artefacts, leading to high elevation errors on local scales and so hampering its 90 

use for flood modelling purposes. 91 

The new TanDEM-X DEM produced by DLR (German Aerospace Centre) will produce pole-92 

to-pole coverage with unprecedented accuracy, and should eventually replace the SRTM 93 

DEM for large-scale hydraulic modelling. It will have a spatial resolution of 0.4 arc sec at the 94 

equator (10-12 m globally), and a relative height accuracy of less than 2 m on slopes less than 95 

20% and 4 m on slopes greater than 40% (Eineder et al., 2012; Krieger et al., 2006). The 96 

global DEM is expected to be completed by the end of 2015 (Zink, 2012). Scientific 97 

assessment of the DEM is presently at an experimental stage, though there are already 98 

assessments of the Intermediate DEM (IDEM), the intermediate product of TanDEM-X based 99 

on only one coverage of the globe. Results show that, for the flat and sparsely vegetated 100 

terrain found in many floodplains, the IDEM accuracy achieved is better than the design 101 

specification (Gruber et al., 2014). As with SRTM, TanDEM-X measures heights to top of 102 

canopy, so is a Digital Surface Model (DSM) from which vegetation heights must be 103 

removed to create a DTM. First observations seem to indicate that the TanDEM-X DEM 104 

might allow for the first time more detailed local flood studies at the global scale (Yan et al., 105 

2015). With the advent of very high resolution global flood modelling for risk management 106 

and forecasting, it is likely to be of great use in helping to improve predictions and decision 107 

making (e.g. Pappenberger et al, 2012; Bierkens et al (2015); Beven et al, 2015). 108 
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 109 

Fig. 1a shows the topography of a floodplain region in the UK mapped using airborne LiDAR 110 

at 2.5 m resolution. In contrast, fig. 1b shows the SRTM tiles covering the same area at 90 m 111 

resolution, the resolution that has been used by large-scale flood modelling studies using 112 

SRTM data to date. Fig. 1c shows the TanDEM-X IDEM tiles for the area, showing the great 113 

increase in resolution and accuracy provided by the TanDEM-X global DEM at 12.5 m 114 

resolution. 115 

A further important data resource used in flood modelling is the extent of the flood and its 116 

variation over time. High resolution satellite SAR sensors are commonly used to acquire 117 

flood extents because they allow images to be taken from space over a wide area, can see 118 

through clouds, and can acquire images at night-time as well as during the day. Increasing 119 

use is now being made of SAR-derived flood extents for calibrating, validating and 120 

assimilating observations into flood inundation models in order to improve these (Mason et 121 

al., 2014). Flood extents become more useful if they are intersected with the DTM of the 122 

floodplain (e.g. Raclot, 2006; Schumann et al., 2011; Matgen et al., 2011; Garcia-Pintado et 123 

al. 2013). Water level observations (WLOs) at the flood boundary can then be estimated at 124 

various points along a river reach, and these can be assimilated into a flood inundation model 125 

to keep the model ‘on track’ and improve the flood forecast. The floodplain DTM could be 126 

derived from the TanDEM-X DEM. 127 

This paper discusses an additional use of SAR flood extents, namely to improve the height 128 

accuracy of the TanDEM-X DEM in the floodplain covered by the flood extents. This would 129 

permanently improve the DEM for future flood modelling and other studies of an area. A 130 

more accurate DEM would result in more accurate modelling and more accurate 131 

measurement of WLOs. Though in some cases (e.g. the use of a sub-grid model (e.g. Neal et  132 
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 149 
Fig. 1. (a) LiDAR DEM of a sub-area of fig. 2 (2.5 m pixels, 1 x 1 km),  

(b) SRTM DEM (90 m pixels), (c) TanDEM-X IDEM) (12.5 m pixels, © DLR 

2007). 
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al., 2012)), the TanDEM-X DEM might be spatially averaged to produce a DEM of lower 150 

resolution and higher accuracy, in others (e.g. modelling of urban flooding) the full resolution 151 

of the TanDEM-X DEM might be required. If it is required to extract WLOs from the SAR 152 

flood extents, these would be most accurate using the highest resolution of the TanDEM-X 153 

DEM.  154 

The objective of the paper is to investigate the increase in height accuracy in the TanDEM-X 155 

IDEM that can be achieved in the floodplain area covered by the SAR flood extents using 156 

these extents. 157 

2. Study area and data set 158 

The method was tested on a section of the TanDEM-X IDEM covering an 11km reach of the 159 

Warwickshire Avon, England (fig.2a). The TanDEM-X data used to construct the IDEM in 160 

this area were acquired when the river was in bank (based on readings from a local gauge), so 161 

that the floodplain was not flooded in the IDEM. Fig. 2b shows the height error map (1 162 

standard deviation) associated with this section of IDEM, the errors being derived from 163 

interferometric coherence and geometrical considerations (DLR, 2011). No error reduction 164 

due to combination of different coverages is present for the IDEM. The error is considered to 165 

be a random error, but DLR (2011) cautions that there will be phase unwrapping errors that 166 

will only be resolved in the final DEM. The average slope of the river over this length was 167 

approximately 1 x 10
-4

. Fig. 3 shows a land cover map of the area, which is largely rural with 168 

the town of Pershore just to the north of centre. 169 

The test was based on an approximately 1-in-10-year flood event that occurred on the river in 170 

November 2012. Satellite SAR observations of the event were acquired by the COSMO-171 

SKyMed (CSK) constellation (Garcia-Pintado et al., 2015). The 4-satellite polar orbiting C- 172 
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 174 

 175 

band constellation was tasked by the authors.  A sequence of 4 Stripmap images giving good 176 

synoptic views of the flooding was acquired on a daily basis covering the period 27 - 30 177 

November 2012 (fig. 4). The first image in the sequence was acquired just after the flood 178 

peak, and the subsequent images show the flood gradually receding. All CSK images were 179 

HH polarization, providing good discrimination between flooded and non-flooded regions. 180 

Details of the overpasses are given in table 1.  181 

 182 

Fig. 2. (a) TanDEM-X IDEM of the flooded reach and, (b) IDEM height error map (1 

standard deviation) of the flooded reach (lowest part not supplied) (© DLR 2014). 
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 195 

3. Method 196 

3.1. Overview 197 

The method used to increase the accuracy of the IDEM is based on the fact that for larger 198 

rivers the water elevation changes only slowly along a reach, so that the boundary of the 199 

flood extent (the waterline) can be regarded locally as a quasi-contour. As a result, heights of 200 

adjacent pixels along a small section of waterline can be regarded as a sample of heights with 201 

a common population mean. The height of the central pixel in the section can be replaced  202 

Fig. 3. Land cover map for the IDEM domain. 
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 221 

Fig. 4. Flood extents (blue) for the event of November 2012 

overlain on SAR imagery of the flooded 11km reach (© CSK). 
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Table 1. Details of COSMO-SkyMed overpasses. 222 

Time (UTC) Pass Incidence angle 

27/11/12 19:20 Descending 49° 

28/11/12 18:01 Descending 51° 

29/11/12 18:20 Descending 32° 

30/11/12 19:32 Descending 53° 

 223 

with the average of these heights, leading to a more accurate height estimate because a 224 

substantial portion of the IDEM height error is a random component. 225 

While this will result in a reduction in the height errors along a waterline, the waterline is a 226 

linear feature in a two-dimensional space. However, improvements to the DEM heights 227 

between adjacent pairs of waterlines can also be made, because DEM heights enclosed by the 228 

higher waterline of a pair must be at least no higher than the corrected heights along the 229 

higher waterline (otherwise they would emerge from the flood extent), whereas DEM heights 230 

not enclosed by the lower waterline must be no lower (except in certain circumstances) than 231 

the corrected heights along the lower waterline. In addition, DEM heights between the higher 232 

and lower waterlines can also be assigned smaller errors because of the reduced errors on the 233 

corrected waterline heights. Note that no averaging of height values is performed in 234 

correcting heights between waterlines (so that no spatial resolution is lost), whereas the 235 

averaging of heights along waterlines is justified because the latter are locally isolines. The 236 

result is not the same as smoothing the height map using a square smoothing kernel in two 237 

dimensions, which would reduce spatial resolution. 238 

 239 

 240 

 241 
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 262 

Fig. 5. Steps in the processing chain. 

 



14 
 

The method consisted of five stages, as shown in fig. 5 : 263 

(a) Pre-processing, 264 

(b) Flood extent extraction, 265 

(c) Candidate waterline pixel selection in rural areas, 266 

(d) Correction of candidate waterline pixel heights, 267 

(e) Adjustment of the IDEM between adjacent higher and lower waterlines. 268 

3.2. Pre-processing. 269 

The 12.5 m resolution IDEM and its height error map were re-sampled to the 2.5 m resolution 270 

of the CSK images using nearest neighbour interpolation, so that blocks of 5x5 pixels in each 271 

downscaled map contained the same values (see section 3.5).  272 

The SAR images were processed to level 1C-GEC, which meant that they were geo-corrected 273 

to approximately100 m. It was necessary to register the images to British National Grid 274 

coordinates using ground control points and a digital map, when a registration accuracy of 275 

better than 2 pixels (of size 2.5 m) was obtained. The height error at a waterline pixel due to 276 

mis-registration should be small compared to the random error on an IDEM pixel height. 277 

3.3. Flood extent extraction. 278 

It was important to minimise inaccuracies in the SAR flood extents extracted, as these might 279 

give rise to inaccuracies in the corrected IDEM.  280 

In the absence of significant surface water turbulence due to wind, rain or currents, flood 281 

water generally appears dark in a SAR image because the water acts as a specular reflector, 282 

scattering radiation away from the satellite. This provides the basis of the flood detection 283 

approach. Detection of the flood extent in each image was performed using the segmentation 284 

technique described in Mason et al. (2012a), which groups the very large numbers of pixels 285 
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in the scene into homogeneous regions, and can cope with both rural and urban flood 286 

detection. As there was no flooding of urban areas in the flood event studied, only the rural 287 

flood detection algorithm was used. The scale parameters for the segmentation were the same 288 

as those used in Mason et al. (2012a), and also for segmentation of a number of SAR images 289 

of other floods around the world, from several different high resolution SAR sensors. A 290 

critical step is the automatic determination of a threshold on the region mean SAR 291 

backscatter, such that regions having mean backscatter below the threshold are classified as 292 

flooded, and others as un-flooded. The threshold determined was checked manually and 293 

corrected if necessary. 294 

The initial rural flood classification was improved by refining it in a number of ways. For 295 

example, emergent vegetation adjacent to the flood such as hedgerows may produce a high 296 

rather than low SAR backscatter even though they are flooded. This is due to double 297 

scattering, whereby radar rays transmitted from the sensor to the water are reflected first to 298 

the hedgerow then back to the sensor (or vice versa). Accordingly, regions of high 299 

backscatter that were long, thin, fairly straight and adjacent to flood regions were 300 

automatically reclassified as flooded. It was verified that no urban areas (which might also 301 

have had high backscatter) were misclassified as flooded in this step. The backscatter 302 

threshold was also raised to include in the flood category regions of flooding adjacent to the 303 

flood class that had slightly higher mean backscatter than the original threshold (e.g., due to 304 

wind ruffling the water surface in more exposed parts of the floodplain). Note that no DTM 305 

information was used in the segmentation process. 306 

Using contemporaneous aerial photographs, the algorithm has been shown to produce 307 

accurate flood inundation maps in rural areas, with about 90% of flooded pixels being 308 

classified correctly and only a few per cent of false positives (Mason et al., 2012a). This is 309 

similar to the accuracies achieved by other researchers (e.g. Martinis et al., 2011). 310 
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Fig. 4 shows the flood extents detected in the images overlain on the SAR data in the IDEM 311 

sub-domain. While the flood extents appear largely correct, the fact that they are not perfect 312 

can be seen from the flooded fields misclassified as un-flooded in the north-east of the 313 

images near the river. 314 

3.4. Candidate waterline pixel selection in rural areas. 315 

Candidate waterline pixels were selected from the flood extent in rural areas. As previously 316 

noted, sections of waterline in the interior of the flood extent caused by regions of emergent 317 

vegetation (e.g. hedges) may have erroneously low water levels associated with them. While 318 

most of these will have been removed at the segmentation stage, residual sections may still 319 

exist and must be removed prior to further processing. This was facilitated by performing a 320 

dilation and erosion operation on the binary flood extent, as described in (Mason et al., 321 

2012b), whereby the extent was first dilated by 10 m, then eroded by the same amount. 322 

Waterline pixels were detected by applying a Sobel edge detector (Castleman 1996) to the 323 

modified flood extent, and retaining only the external edge pixels. It was required that an 324 

edge pixel was present at the same location before and after dilation and erosion, in order to 325 

select for true waterline segments on straighter sections of exterior boundaries in the flood 326 

extent.  327 

 328 

To cope with the fact that in some regions there were systematic as well as random errors in 329 

the IDEM, false positives were also suppressed by several further methods. Firstly, a slope 330 

map was derived from the DEM and waterline points were only selected in regions of low or 331 

medium DEM slope. A waterline point may be heighted more accurately if it lies on a low 332 

slope rather than a high slope because a given error in its position will cause only a small 333 

error in height. The slope threshold was set quite high (0.6) because there was substantial 334 
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noise in the IDEM slope values due to the large random error in the IDEM heights (see 335 

below).  336 

Secondly, allowance was made for the fact that the IDEM is a DSM rather than a ‘bare-earth’ 337 

DTM. Ideally the IDEM should be processed to remove the heights of surface objects to 338 

leave a DTM that can be used in the subsequent processing. This step was approximated in 339 

this case by using the land cover map to select only candidate waterline pixels in regions of 340 

short vegetation, namely grassland and arable classes (fig. 3). This map was a sub-section of 341 

the CEH Land Cover Map, constructed from high resolution multispectral satellite data 342 

(Morton et al., 2011). The original map containing 25 m pixels was downscaled to produce 343 

2.5 m pixels to correspond to the CSK pixel size. The majority of the floodplain in the study 344 

area was comprised of grassland or arable classes. Note that the flood extent was measured to 345 

the position at which the short vegetation just emerged from the floodwater, so that if the 346 

vegetation height varied along the waterline, the assumption that the waterline heights were 347 

locally the same might have been violated (Horritt et al., 2003). To overcome this problem, a 348 

method that used double scattering to correct rural waterline positions and levels due to the 349 

presence of emergent vegetation at the flood edge was employed in (Mason et al., 2012b). 350 

However, this was felt to be too elaborate for the current study given the likely short 351 

vegetation heights, and it was assumed that any height error due to the failure to remove short 352 

vegetation heights would be small compared to the IDEM random height error.  353 

Finally, candidate water line pixels were required to lie within a certain height range centred 354 

on the mean water height in the area. In order to find the allowed waterline level range in the 355 

area, a histogram was constructed of the waterline levels, and the position of the mean was 356 

found. A normal distribution N(µ, σ
2
) was fitted around the mean µ, and candidate waterline 357 

points with levels more than 2.5σ away from µ were suppressed.  358 

 359 
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3.5. Correction of candidate waterline pixel heights. 360 

For each candidate waterline pixel, a sample of adjacent heights was selected from an n x n –361 

pixel window in the 12.5 m IDEM space centred on the candidate. .  However, the processing 362 

at this stage was in the 2.5 m CSK image space, so only one pixel height in each 12.5 m 363 

IDEM pixel was selected to avoid introducing spurious height correlations. The use of nearest 364 

neighbour interpolation in the pre-processing stage (section 3.2) ensured that, within each 365 

12.5 m IDEM pixel, all 2.5 m CSK image space pixels had the height of the IDEM pixel. 366 

Provided sufficient adjacent heights were detected, their mean and standard deviation were 367 

estimated. If the standard deviation was less than that of the central pixel in the IDEM height 368 

error map, the central pixel’s height was corrected to be the mean of the adjacent heights, and 369 

its IDEM height error map entry was updated. This seemed a reasonable approach given that 370 

the corrected mean height and height standard deviation estimates should be robust because 371 

they have been constructed from a set of samples. If a corresponding LiDAR height existed at 372 

this location, this was noted for validation purposes. It would be interesting to compare the 373 

results of this approach with those of a more complicated data-driven smoothing algorithm 374 

capable of choosing an optimal window size (e.g. Kervrann, 2004). 375 

A value for n of 11 in the 12.5 m IDEM space was chosen by experiment. This ensured that 376 

adjacent heights were sufficiently local that they were likely to form an isoline section, but 377 

also that close to the maximum possible number of candidate pixel heights were corrected. 378 

Values of n less than 11 tended to produced higher height standard deviations and correct 379 

fewer pixels (because a minimum of 4 adjacent heights was required), whereas values greater 380 

than 11 produced little reduction in standard deviation compared to that for n = 11. The latter 381 

is likely to be because the waterline is only a quasi-contour because there is a fall in water 382 

elevation moving downstream along the river, and this fall may not be linear over a long 383 

distance.  The average number of adjacent heights employed was 11. 384 
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3.6. Adjustment of the IDEM between adjacent higher and lower waterlines. 385 

Each pair of adjacent waterlines in the time sequence was examined to update the section of 386 

IDEM between the current pair of waterlines if possible. No averaging of height was 387 

performed in correcting heights between waterlines, so that spatial resolution was maintained. 388 

The updating process was based on the heights and height errors associated with the 389 

candidate waterline pixels on the waterline pair. All IDEM pixels between the waterlines in 390 

the grassland or arable classes were first modified using the higher waterline of the pair 391 

wherever possible. If an IDEM pixel (of height hi and error σi ) had a height that exceeded 392 

that of the nearest candidate waterline pixel on the higher waterline, the IDEM pixel height 393 

(hi’) and error (σi’) were set to those of the waterline pixel (hw, σw).  394 

     hi’ = hw     [1] 395 

     σi’ = σw     [2] 396 

A distance-with-attribute transform was used to find the nearest candidate waterline pixel and 397 

its height. The distance-with-attribute transform is a form of distance transform that stores for 398 

each pixel in the transform image its distance to the nearest waterline point, and also the 399 

attribute (height) at that pixel (Mason et al., 2006). The transform considered candidate 400 

waterline pixels from both banks of the river in selecting the nearest waterline pixel. If the 401 

IDEM pixel height (hi ) was less than that of the nearest waterline pixel, its height was not 402 

modified, but its height error could be reduced to σi’ if the upper bound (2 standard deviation 403 

level) of the IDEM pixel height was greater than that of the waterline pixel height i.e. if 404 

    hi + 2 σi  >  hw + 2σw        [3] 405 

using  406 

    σi’ = | hw + 2σw - hi |/2     [4] 407 
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where σi’ is obtained by equating the two sides of equation [3]. In either case, the nearest 408 

candidate waterline pixel was required to lie within 250 m of the IDEM pixel for updating to 409 

occur. Again, corresponding LiDAR heights were noted for validation purposes. 410 

The IDEM pixels between the waterlines were then modified if possible using the lower 411 

waterline of the pair, using similar rules to the above (though see below), in conjunction with 412 

the candidate waterline pixel heights and errors of the lower waterline. If an IDEM pixel in 413 

the grassland or arable classes had a height that was lower than that of the nearest candidate 414 

waterline pixel on the lower waterline, the IDEM pixel height (hi’) and error (σi’) were set to 415 

those of the waterline pixel (hw, σw). If not, its height was not modified, but its height error 416 

could be reduced to σi’ if 417 

    hi - 2 σi  <  hw - 2σw        [5] 418 

using  419 

    σi’ = | hw - 2σw - hi |/2     [6] 420 

where σi’ is obtained by equating the two sides of equation [5].  421 

However, a complication arises because the situation for IDEM pixels below the lower 422 

waterline is not the same as that for pixels above the higher waterline. In the latter case, 423 

pixels must be at least no higher than the corrected heights along the higher waterline, 424 

otherwise they would emerge from the flood extent. The method for the lower waterline 425 

assumes that there is a monotonic increase in height between the lower and higher waterlines.  426 

Another possible scenario is that, moving away from the lower waterline, there is initially a 427 

rise in height that is followed by a fall to below the lower waterline, before the IDEM rises 428 

again to the height of the higher waterline. An extreme example might be if the lower 429 

waterline was obtained when the river was in bank, and a river embankment was protecting 430 

lower ground on the floodplain. In this case, no candidate waterline pixels would be selected 431 
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from the lower waterline because they would lie on too high a slope. However, a less extreme 432 

rise followed by a fall is certainly possible. To cope with this, if an IDEM pixel height was 433 

below the level of the lower waterline, its neighbours were examined to see if they were 434 

significantly lower than this level also, and the IDEM pixel height was only raised to the 435 

lower waterline level if they were not. The average height and standard deviation of the 8 436 

neighbours of the IDEM pixel were calculated, and this height and standard deviation were 437 

compared to the height and standard deviation of the local lower waterline using Welch’s t-438 

test (i.e. assuming unequal variances) to test whether the average height of the neighbours 439 

was significantly lower than that of the local waterline. 440 

An important requirement of the method was that locally the higher waterline of the pair 441 

should never be lower than the lower waterline, and to this end lower waterline candidate 442 

pixels higher than nearby higher waterline candidate pixels were suppressed in a pre-443 

processing step.  444 

In addition, any IDEM pixels enclosed within the lowest waterline boundary were assessed 445 

for possible modification so that locally they did not exceed this waterline height. On the 446 

other hand, no attempt was made to modify IDEM pixels outside the boundary of the highest 447 

waterline that were lower than the highest waterline. This was because, for example, an 448 

embankment might have been present at the edge of the highest flood extent, so that, even if 449 

lower areas of floodplain were present beyond the embankment, these would not be covered 450 

by water. 451 

In the above method, pixel heights between the waterlines were only modified if they lay 452 

above the higher or below the lower waterline of a pair. One consequence of this was that the 453 

upper and lower height errors associated with a height could be different. An alternative 454 

method that was also studied involved modifying the height to lie at the centre of its 455 

associated error range, so that the upper and lower height errors once again became the same. 456 
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4. Results 457 

On average about 45% of the waterline pixels in each flood extent became candidate pixels 458 

able to satisfy the selection criteria of having a low/medium slope, not being a height outlier, 459 

and coinciding with short vegetation. 460 

Original and corrected IDEM candidate waterline pixel heights were compared to 461 

corresponding airborne LiDAR heights (table 2). The mean waterline height fell by about 0.5 462 

m between successive waterlines as the flood receded. Averaged over the four waterlines 463 

considered, it was found that the difference between the original IDEM candidate pixel 464 

heights and the corresponding LiDAR heights had a standard deviation of 1.25 m and a bias 465 

(i.e. a difference from zero) of 0.38 m, while for the corrected heights the difference had a 466 

standard deviation of only 0.74 m and a similar bias. The corrected heights therefore have a 467 

standard deviation only 59% that of the original heights. 468 

 469 

Table 2. Comparison of original and corrected IDEM waterline heights to LiDAR validation 470 

heights. 471 

Image date Mean 

waterline 

height 

(m) 

No. of 

pixels 

validated 

Mean 

difference 

of original 

height 

from 

LiDAR 

height (m) 

Standard 

deviation of 

difference 

of original 

height from 

LiDAR 

height (m) 

Mean 

difference 

of corrected 

height from 

LiDAR 

height (m) 

Standard 

deviation of 

difference 

of corrected 

height from 

LiDAR 

height (m) 

20121127 15.27 3934 0.38 1.17 0.36 0.73 

20121128 14.76 3567 0.43 1.32 0.43 0.82 

20121129 14.16 3255 0.39 1.20 0.37 0.69 

20121130 13.58 1742 0.30 1.29 0.33 0.71 
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Table 3. Correction of modified IDEM pixel heights and errors between the waterlines. 472 

Class Percentage 

(%) 

Mean 

difference of 

original IDEM 

heights and 

LiDAR 

heights (m) 

Standard 

deviation of 

difference of 

original 

heights and 

LiDAR heights 

(m) 

Mean 

difference of 

corrected 

IDEM 

heights and 

LiDAR 

heights (m) 

Standard 

deviation of 

difference of 

corrected 

heights and 

LiDAR 

heights (m) 

Pixel heights 

modified 

above an 

upper 

waterline 

33 1.60 2.10 0.19 0.86 

Pixel heights 

modified 

below a 

lower 

waterline 

30 -0.58 1.00 0.28 0.61 

Total pixel 

heights 

modified 

63 0.61 2.05 0.26 0.74 

 473 

A floodplain area of 4.3 km
2
 was covered by the waterlines along the 11 km reach. 474 

Considering the IDEM pixels between the waterlines in the grassland or arable classes that 475 

were modified, 33% of IDEM heights were above the higher waterline, and 30% below the 476 

lower waterline of an adjacent pair (table 3). About 450000 LiDAR heights were available in 477 

this area to validate the corresponding IDEM heights. When compared to LiDAR, the 478 

original heights that were above the higher waterline had a mean difference from the 479 

corresponding LiDAR heights of 1.60 m with standard deviation 2.10 m, while after 480 



24 
 

correction the mean difference was 0.19 m with standard deviation 0.86 m. The corrected 481 

heights below the lower waterline were similarly improved, with the original heights having a 482 

mean difference from the LiDAR of -0.58 m with standard deviation 1.00 m, and the 483 

corrected having a mean difference of 0.28 m with standard deviation 0.61 m. About 8% of 484 

pixels were not modified below the lower waterline because their neighbours were 485 

significantly lower than the lower waterline. Considering the 63% of pixels whose heights 486 

were modified in this way, the original heights had a mean difference from the LiDAR of 487 

0.61 m with standard deviation 2.05 m, while after correction the mean difference was 0.26 m 488 

with standard deviation 0.74 m. The height errors of a further 23% of IDEM heights between 489 

the higher and lower waterlines were also reduced, because of the reduced errors on the 490 

corrected waterline heights. The mean error of the original heights was 1.13 m, whereas the 491 

mean error of the corrected heights was 0.79 m (table 4).  492 

 493 

Table 4. Errors for IDEM pixel heights between the waterlines not modified but reduced in 494 

error. 495 

 496 

  497 

Class Percentage (%) Mean standard 

deviation of original 

heights (m) 

Mean standard 

deviation of 

corrected heights (m) 

Pixel heights not 

modified but reduced 

in error 

23 1.13 0.79 
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The overall improvement in accuracy of all the IDEM heights covered by the flood extents in 498 

the grassland or arable classes was also calculated. The original IDEM heights had a mean 499 

difference from the corresponding LiDAR heights of 0.48 m with a standard deviation of 1.97 500 

m. The corrected IDEM heights had a mean difference from the LiDAR of 0.25 m with 501 

standard deviation 1.19 m. These figures show that significant reductions in IDEM height 502 

bias and error can be made using the local corrections involved in the method, with the 503 

corrected error being only 60% of the original. A caveat here is that the SAR waterline 504 

heights used to correct the IDEM are measured to the top of vegetation (see section 3.4) 505 

while the LiDAR may be measuring heights closer to the ground surface. However, large 506 

areas of the floodplain in the study area are covered with short grass used for grazing, and the 507 

fact that this is present rather than there being a ‘bare-earth’ DTM should have little effect on 508 

this result. 509 

Fig. 6a shows the original IDEM of the red square in fig. 2a, and fig. 6b shows the corrected 510 

IDEM for this area. In the area covered by the waterlines, the corrected IDEM is smoother 511 

than the original. Its blocky nature in the corrected areas is due to the form of modification 512 

employed in the correction, with heights being rounded down/up to a higher/lower waterline. 513 

At the same time, the standard deviation and bias of the corrected heights are significantly 514 

reduced compared to their original counterparts. This is because the tails of the distribution of 515 

the differences of the corrected IDEM heights from the LiDAR heights have been truncated 516 

in the rounding process. Fig. 6c shows the original height error map. The method may 517 

produce asymmetric corrected height errors, and fig. 6d shows the upper height error map 518 

(i.e. the error above the height estimate at a pixel), and fig. 6e the lower height error map. 519 

The corrected errors in the area covered by the waterlines are generally substantially lower 520 

than the original errors.  521 

 522 
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 525 

 526 

 527 

 528 

 529 

 530 

 531 

 532 

 533 

 534 

 535 

 536 

 537 

 538 

 539 

 540 

 541 

Fig. 6. (a) Original IDEM of the red square in fig. 2a (© DLR 2014), (b) IDEM corrected 

using sequence of four SAR images (the blue line is the highest SAR waterline, 

demarcating the corrected area), (c) original height error map, (d) corrected upper error 

map, and (e) corrected lower error map. 
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The results for the alternative method of height correction in which a corrected IDEM height 542 

was modified to lie at the centre of its associated error range, so that its upper and lower 543 

height errors were symmetric, are given in table 5. For the 63% of pixels between the 544 

waterlines in the grassland/arable class whose heights were modified, the symmetric error 545 

method gave height differences from the LiDAR of mean 0.25 m and standard deviation 1.05 546 

m, while the corresponding figures for the asymmetric error method were 0.26 m and 0.74 m. 547 

For the 23% of pixels between the waterlines whose heights were not modified but reduced in 548 

error, the mean and standard deviation for the symmetric error method were 0.05 m and 1.31 549 

m, while those for the asymmetric method were 0.17 m and 0.95 m. Therefore the 550 

asymmetric error method produces a reduced error compared to the symmetric error method, 551 

though this advantage is tempered by the fact that the method gives different upper and lower 552 

height errors. 553 

A difficulty in the implementation of the method is the need to acquire a sequence of SAR 554 

images over the period of the flood. The 4 images used here are part of a larger sequence of 7 555 

scenes imaging the flood over the wider Severn-Avon river network. While this is possibly 556 

the best example of the sequential monitoring of flood extent by high resolution SAR 557 

currently available, its acquisition involved considerable effort. Therefore the effect of 558 

reducing the number of images used to correct the IDEM was also studied. Instead of there 559 

being 4 SAR images each separated by 1 day, it was assumed that only 2 SAR images were 560 

available, on 27/11/2012 and 30/11/2012, so that the separation was 3 days and the mean 561 

waterline height difference between the 2 flood extents was 1.69 m (table 2). This time 562 

separation is similar to the revisit interval specified for the 2-satellite Sentinel-1 constellation 563 

at the equator (in interferometric wide-swath mode assuming that ascending and descending 564 

passes and overlaps are used). Table 6 shows that, if IDEM heights both above the higher and 565 

below the lower waterline are modified, the standard deviation of the difference between the  566 
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Table 5. Comparison of results using asymmetric and symmetric errors. 567 

 568 

corrected IDEM heights and the corresponding LiDAR heights was 65% that of the original 569 

IDEM heights. While this represents a reduction in accuracy compared to the 60% achieved 570 

using 4 SAR images, it shows that a significant increase in IDEM height accuracy can still be 571 

achieved using 2 SAR images. Table 6 also shows, for the case of 2 images, the effect of not 572 

correcting heights lying below the lower waterline, and indicates that the result was improved 573 

if the correction was applied. 574 

 Asymmetric errors Symmetric errors 

Class Perce

ntage 

(%) 

Mean 

difference 

of original 

IDEM 

heights 

from 

LiDAR 

heights (m) 

Standard 

deviation 

of 

difference 

of original 

heights 

from 

LiDAR 

heights 

(m) 

Mean 

difference 

of corrected 

IDEM 

heights 

from 

LiDAR 

heights (m) 

Standard 

deviation of 

difference 

of corrected 

heights 

from 

LiDAR 

heights (m) 

Mean 

difference 

of corrected 

IDEM 

heights 

from 

LiDAR 

heights (m) 

Standard 

deviation of 

difference of 

corrected 

heights from 

LiDAR 

heights (m) 

        

Pixel 

heights 

modified  

63 0.61 2.05 0.26 0.74 0.25 1.05 

Pixel 

heights 

not 

modified 

but 

reduced in 

error 

23 0.17 0.98 0.17 0.98 0.05 1.31 



29 
 

Table 6. Comparison of results using different combinations of SAR images. 575 

Number 

of SAR 

images 

Dates 

in 11/ 

2012 

Correction 

of heights 

below 

lower 

waterline? 

Mean 

difference 

of original 

IDEM 

heights 

from 

LiDAR 

heights 

(m) 

Standard 

deviation 

of 

difference 

of original 

heights 

from 

LiDAR 

heights 

(m) 

Mean 

difference 

of 

corrected 

IDEM 

heights 

from 

LiDAR 

heights 

(m) 

Standard 

deviation 

of 

difference 

of 

corrected 

heights 

from 

LiDAR 

heights 

(m) 

Percentage 

of 

corrected 

standard 

deviation to 

original 

standard 

deviation 

(%) 

4 27, 28, 

29, 30 

Yes 0.48 1.97 0.25 1.19 60 

2 27, 30 Yes 0.46 1.95 0.16 1.26 65 

2 27, 30 No 0.46 1.95 0.03 1.34 73 

1 27 Not 

applicable 

0.45 1.93 0.01 1.27 66 

 576 

Simplest of all to acquire would be a single SAR image obtained near the peak of the flood. 577 

In this case IDEM heights within the flood extent could only be corrected above the 578 

waterline. A surprising result was how much correction could be achieved using only the 579 

single SAR image of 27/11/2012. Table 6 shows that, for this case, the standard deviation of 580 

the difference between the corrected IDEM heights and the corresponding LiDAR heights 581 

was 66% that of the original IDEM heights. This is only slightly worse than for the 2-image 582 

case, though the latter is able to modify heights below the lower waterline for IDEM pixels 583 

lying between the higher and lower waterlines, and also should be able to modify more 584 

accurately IDEM heights above the lower waterline and contained within it. It appears that 585 

 586 
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 588 

 589 

 590 

 591 

 592 

 593 

 594 

 595 

 596 

 597 

 598 

 599 

 600 

 601 

 602 

 603 

 604 

Fig. 7. (a) Original IDEM of the red square in fig. 2a (© DLR 2014), (b) IDEM 

corrected using single SAR image of 27/11/2012 (the blue line is the SAR waterline, 

demarcating the corrected area), (c) original height error map, (d) corrected upper 

error map, and (e) corrected lower error map. 
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using two images rather than one has in this case introduced more errors that have tended to 605 

offset the increased accuracy that should be obtainable. Fig. 7 shows, for the red square of 606 

fig. 2a, the corrected IDEM using the single SAR image, together with the upper and lower 607 

height error maps, and compares these to the original IDEM height and error maps. Note that 608 

only the corrected upper height errors are reduced in the area covered by the flood extent (fig. 609 

7d); the corrected lower height errors (fig. 7e) are not reduced because no modification can 610 

be applied to heights below the waterline in this case. 611 

5. Discussion and Conclusions 612 

It is important to point out that the method is likely to work best on the relatively smooth 613 

topography found in many lowland river systems. Errors can arise in the height corrections 614 

for a number of reasons, including errors in the flood extents, in the candidate waterline pixel 615 

heights, and in the adjustment of IDEM heights and errors between adjacent waterlines. For 616 

example, in rough terrain with slopes greater than the slope threshold (0.6 (31°)), no 617 

candidate waterline pixels on low slopes would be found, and no corrections to the IDEM 618 

would be made. Again, in terrain with more undulating slopes of less than 31°, the 619 

dilation/erosion operation carried out on the binary flood extent in stage (c) would incorrectly 620 

filter out small ridges rising above the local terrain and less than 20m wide, and the heights of 621 

these would be incorrectly modified to the adjacent waterline height. Future work should aim 622 

in particular at developing an improved method of delineating the flood extent in the SAR 623 

image. Nevertheless, despite these limitations, the results show that, in the type of terrain 624 

encountered in the test area, the method is capable of making significant reductions in height 625 

bias and error in the Intermediate TanDEM-X IDEM in the area covered by the SAR flood 626 

extents.  For the sequence of 4 SAR images, the corrected IDEM height error was only 60% 627 

that of the original. Even if the method employed only a single SAR image, the corrected 628 

IDEM height error was still only 66% of the original. 629 
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The method should also be able to improve the final TanDEM-X DEM when this becomes 630 

available. The height accuracy in the final DEM will undoubtedly be an improvement over 631 

that of the IDEM, in both low slope floodplain areas and on higher slopes, because the IDEM 632 

does not have the advantages of dual- (or multi-baseline) techniques or multiple incidence 633 

angles. A consequence of this in mountainous areas is that phase unwrapping errors may be 634 

present. These should be reduced in the final TanDEM-X DEM (DLR, 2011; Gruber et al., 635 

2012). 636 

A further interesting question is how the results change when the spatial resolution of the 637 

IDEM is coarsened. Over large floodplains, a modeller might want to reduce the resolution of 638 

the DTM to reduce height noise and enable faster modelling. To answer this, ideally the 639 

method should be tested on the final 0.4 arc sec (≈12 m) TanDEM-X DEM, and the final 1 640 

arc sec (≈30 m) TanDEM-X DEM, together with their associated error maps, and the results 641 

compared. These are not yet available, and simply performing an averaging of the IDEM and 642 

combining adjacent errors in the IDEM height error map would not give values representative 643 

of the final 30 m DEM. Some qualitative insight into what might happen has been obtained 644 

by averaging the IDEM and combining adjacent errors in the IDEM height error map using a 645 

3 x 3–pixel window. It was found that the standard deviations of the differences of the 646 

averaged original heights from the corresponding LiDAR heights reduced from those given in 647 

table 2 as expected, due to the smoothing. Smoothing also caused a small increase in the 648 

means of the differences of the averaged original heights from the LiDAR heights compared 649 

to those of table 2. However, the standard deviations of the differences of the corrected 650 

heights from the LiDAR heights were still reduced compared to those for the original heights, 651 

though not by as much as in table 2, so that the method is still likely to produce an 652 

improvement in the DEM. Further work should examine the effect on the method of 653 

coarsening the DEM resolution using the final DEMs in a more rigorous fashion. 654 
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Obviously a variety of algorithms could be used to estimate the heights of IDEM pixels 655 

between the waterlines, not just the asymmetric and symmetric error methods investigated 656 

above. The asymmetric error method involved the rounding of heights between waterlines up 657 

or down to the relevant waterline to maintain spatial resolution, though methods involving 658 

smoothing followed if necessary by rounding could also be considered. 659 

A caveat regarding the method is its effect on dykes adjacent to the river, which the water 660 

elevation in the river must exceed in order for water to spill onto the floodplain. A dyke 661 

might be too narrow to be visible in the IDEM given its 12.5 m pixel size, even though it 662 

might be visible in the SAR image. However, if the dyke width was substantial compared to 663 

the IDEM pixel, the dyke could be inadvertently removed from the flood extent in the 664 

dilation/erosion operation carried out in stage (c). If the mean dyke height exceeded that of 665 

the lowest waterline (which might occur on a receding flood), some dyke heights could be 666 

incorrectly rounded down to the waterline height. To prevent this occurring, the river width 667 

could be masked out when performing the correction procedure. A global-scale width 668 

database for large rivers is currently being developed (Yamazaki et al., 2014). 669 

Although the method presented here has been aimed at improving the TanDEM-X DEM in a 670 

river floodplain, it could also be used to improve the DEM in an inter-tidal zone, using a 671 

sequence of high resolution SAR images obtained at varying states of the tide between the 672 

high and low water marks (e.g. Mason et al., 1999; Thornhill et al., 2012).  673 

It could be applied to a variety of DEMs used for flood inundation modelling other than the 674 

TanDEM-X DEM, employing flood extents from higher resolution images at both microwave 675 

and optical wavelengths from a variety of satellite and aerial platforms (e.g. SRTM DEM 676 

data could be corrected using Sentinel-1 SAR flood extents).  677 
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The method should also have relevance for the SWOT (Surface Water and Ocean 678 

Topography) satellite to be launched in 2020 (JPL, 2015a; JPL 2015b). SWOT will provide 679 

global coverage of floods every 11 days, with many locations sampled several times during 680 

this period. During its projected 3.5-year lifetime, it will generate an enormous amount of 681 

data on global flooding. It will generate a global water mask at each pass with a pixel size 682 

between 10 x 60 m and 10 x 10 m depending on position in swath, and this will contain rivers 683 

of width greater than 50 m. This mask image could be used to improve the TanDEM-X DEM 684 

(or at least its lower-resolution versions) in the same way as any other high resolution SAR 685 

image. Also, a goal of the mission is to produce a global DEM of all land elevations 686 

constructed from many SWOT orbits. The height accuracy of this DEM cannot yet be 687 

specified, though ideally it will be better than 1 m. A further requirement is that river height 688 

accuracy shall be 0.1 m or better over an area of 1 km
2
 inside the water mask, using height 689 

averaging over this area. In addition, therefore, it might be possible to apply the method 690 

presented here to improve the SWOT DEM in flood-plain areas using SWOT water masks to 691 

generate heighted waterlines. The height averaging along waterlines used for TanDEM-X 692 

would effectively have been carried out in the height averaging over the water mask, but the 693 

method would still be useful in the subsequent DEM modification process between pairs of 694 

adjacent waterlines. 695 

Future work should involve investigating the improvement in accuracy obtainable in the final 696 

TanDEM-X WorldDEM and its lower-resolution versions. The use of the corrected DEM in a 697 

flood inundation modelling study on a remote river system should also be investigated to 698 

determine the benefit of the method for modelling. There are many sources of error in this 699 

type of modelling other than DEM errors, including errors in input flow rates, channel and 700 

floodplain friction coefficients, river bathymetry and scale-dependent errors. Effort would be 701 

concentrated on high resolution modelling and accurate water level observation. The 702 
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objective of this study would be to measure the impact of the reduced DEM errors in the 703 

context of the other errors. 704 
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Figure captions.  825 

1. (a) LiDAR DEM of a sub-area of fig. 2 (2.5 m pixels, 1 x 1 km), (b) SRTM DEM (90 m 826 

pixels), (c) TanDEM-X IDEM) (12.5 m pixels, © DLR 2007). 827 

 828 

2. (a) TanDEM-X IDEM of the flooded reach and, (b) IDEM height error map (1 standard 829 

deviation) of the flooded reach (lowest part not supplied) (© DLR 2014). 830 

 831 

3. Land cover map for the IDEM domain. 832 

 833 

4. Flood extents (blue) for the event of November 2012 overlain on SAR imagery of the 834 

flooded 11km reach (© CSK). 835 

 836 

5. Steps in the processing chain. 837 

 838 



41 
 

6. (a) Original IDEM of the red square in fig. 2a (© DLR 2014), (b) IDEM corrected using 839 

sequence of four SAR images (the blue line is the highest SAR waterline, demarcating the 840 

corrected area), (c) original height error map, (d) corrected upper error map, and (e) corrected 841 

lower error map. 842 

 843 

7. (a) Original IDEM of the red square in fig. 2a (© DLR 2014), (b) IDEM corrected using 844 

single SAR image of 27/11/2012 (the blue line is the SAR waterline, demarcating the 845 

corrected area), (c) original height error map, (d) corrected upper error map, and (e) corrected 846 

lower error map. 847 

 848 

 849 


