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Renormalized time scale for anticipating and lagging synchronization
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Anticipating synchronization has been recently proposed as a mechanism of interaction in dy-
namical systems which are able to bring about predictions of future states of a driver system. We
suggest that an interesting insight into the anticipating synchronization can be obtained by the
renormalization of the time scale in the driven system. Our approach directly links the feedback
delay of the driven system with the renormalized time scale of the driven system, identifying the
main component in the anticipating synchronization paradigm and suggesting an alternative method
to generate the anticipating and the lagging synchronization.

PACS numbers: 05.45.Xt, 05.45.Pq

I. INTRODUCTION

Synchronization of oscillations is abundant in nature
from physical, chemical to biological systems [1, 2]. The
synchronization of chaotic systems is a surprising phe-
nomenon considering the exponential divergence of the
trajectories, and chaotic synchronization as a new sub-
field of nonlinear systems has been increasingly investi-
gated in the past two decades [3].
Anticipating synchronization has been recently pro-

posed as a mechanism of interaction in dynamical sys-
tems able to bring about predictions of future states of a
driver system by a driven system. A general framework
was identified for anticipation by the driven system with
delay [4]:

ẋ(t) = f [x(t)] (1)

ẏ(t) = f [y(t)] +K[x(t)− y(t− τ)], (2)

where f(·) describes the internal dynamics of the state
variables of both the driver system, x, and the driven
system, y. Note here that the state variables can be
extended to the multidimensional state variables. The
second term in the driven system is a coupling term which
drives it to be synchronized with the driver system. The
term y(t−τ) takes into account the feedback delay in the
driven system referring to its own state.
The anticipating synchronization is simply identified

by the condition that manifold, y(t) = x(t+τ) be stable,
hereafter, it will be called anticipating manifold. This
implies that the driven system is anticipating the future
state of the driver system.
This paradigm of anticipating synchronization in a uni-

directional coupling configuration has been investigated
in a variety of systems, chaotic lasers [5], autonomous
chaotic systems [6], and excitable systems in the noisy
environment [7, 8] numerically and experimentally. The
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paradigm was also extended to excitable systems in or-
der to develop a control method to predict the driver’s
behavior, and to prevent the driver from firing [9]. Inter-
estingly, it is the presence of a delay in the coupling that
is a necessary condition to achieve the driven system’s
anticipation of the driver’s dynamics. Pointing out the
mechanism of the anticipating synchronization, the low-
ering of the excitability threshold of the slave in a delayed
coupling scheme was shown to be a general mechanism
for anticipating synchronization in excitable systems [8],
and the linear stability analysis of the simple linear sys-
tems has been performed [10], and the effectiveness of the
first order expansion was explored as a proof of concept
[11].

In this paper, the paradigm of the anticipating syn-
chronization is explored, leading to essential understand-
ing of how the time delay gives rise to anticipating syn-
chronization of the driven system, and we propose an al-
ternative method of renormalized time step to generate
the anticipating synchronization. The positive status of
the delayed feedback is shown in a straightforward man-
ner, i.e., the first order approximation of the coupling
term of the driven system leads to the renormalization
of time, amounting to speeding up the evolution of the
driven system. On the other hand, the renormalization of
time can also lead to the lagging synchronization by slow-
ing down the evolution of the driven system. The chaotic
system and the excitable systems were used to numeri-
cally validate the anticipating and lagging synchroniza-
tion based on the renormalization of time.

II. ANALYTICAL SOLUTIONS FOR ONE
DIMENSIONAL LINEAR CASE

A. First order expansion of the time delay term

Consider a linear stability analysis for the anticipat-
ing manifold, taking a linear system, f(x) = αx. First,
we shift the time of the driver system by τ in Eq. (1).
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Subtracting Eq. (1) from Eq. (2), we have

ż(t) = αz(t)−Kz(t− τ), (3)

defining the transversal system, z(t) = x(t + τ) − y(t).
As a next step, we expand the delay term, z(t − τ) in
τ to the first order. After rearranging of the terms, the
equation (3) becomes

ż(t) = − K − α

1−Kτ
z(t). (4)

Equation (4) specifies two conditions for the presence of
anticipating manifold as follows;

K > α, (5)

Kτ < 1. (6)

These two conditions also indicate that the anticipatory
horizon, the maximum τ value in the τ -K plane should
be given by the intersection of Kτ = 1 and K = α.
On the other hand, when τ < 0, Equation (4) specifies

one condition for the presence of anticipating manifold
as follows;

K > α (7)

B. Solution for the delay differential equation

The stability conditions for the linear systems with
the delay term can be obtained by calculating complex
Lyapunov exponent. Extending the state variable to the
complex plane, the stability conditions for the anticipat-
ing manifold can be calculated for the explicit time de-
lay. In contrast to the section II A. where the solution
for the driver dynamics is given by x = Aeαt, the solu-
tion should be given by x = Ae(α+iω)t. Thus, the driver
dynamics follows ẋ(t) = (α + iω)x(t). The correspond-
ing driven dynamics is given by ẏ(t) = (α + iw)y(t) +
Keiβ [x(t)− y(t− τ)] where the coupling constant is also
given by the complex number, Keiβ . The transversal
system, z(t) = x(t+ τ)− y(t) evolves as

ż(t) = (α+ iw)z(t)−Keiβz(t− τ). (8)

The solution of the Eq.(8) should be given by z(t) =
Be(λ+iω)t where λ is a Lyapunov exponent. By substi-
tuting the solution into Eq.(8), we have

λ = α−Kei(β−ωτ)e−λτ . (9)

Here, let β compensate the time delay, τ on the imaginary
axis by setting β = ωτ [6]. The equation (9) can be
rewritten as

λ = α+
1

τ
W (−τKe−ατ ) (10)

where W (x) is the Lambert W function, x = W (x)eW (x).
As a multivalued function, W (x) has two values in the

τ

KK

FIG. 1: (Color online) Stability diagram of the anticipating
synchronization for the linear system. The solid line repre-
sents the case when the delay term, y(t − τ) is treated ex-
actly. The dashed line represents the case when y(t − τ) is
expanded to the first order. The dotted line K = α repre-
sents the stability boundary for both cases (α = 0.5). The
stability regions are determined by the area surrounded by
the solid line and dotted lines for the non-expansion case and
by the dashed and doted lines for the case of the first order
expansion.

region −1/e < x < 0. For λ = 0, −ατ = W (−τKe−ατ )
should have solution for W0(x). This condition imposes
−ατ = W (−1/e)(= −1) which is the extreme value of
W (x) function. Thus, the maximum τ is determined by
τ > −1/α, and K = α is obtained from x = −1/e. The
anticipation horizon coincides with the one based on the
first order expansion (Fig. 1).

The stability conditions for Lyapunov exponent, λ <
0 determines the stability region in τ − K plane for a
given α. The solution of Eq. (10) when λ = 0 gives the
necessary condition for stability to be α < K. For the
condition when Re(λ) = 0, substituting λ = iθ (θ ∈
[0,∞]) into Eq. (10) leads to K = (α2 + λ2)1/2 and
τ = tan−1(θ/α)/θ. The stability region of the system is
then determined by the region shown in Fig. 1. Note here
that the τ can only give the positive value as a function
of θ. Thus, there is no analytical solution for the region
τ < 0, confirming that Equation (2) cannot refer to the
future state of itself.

In contrast to the statement that x(t + τ) − y(t) is
a fixed point of this system for any time delay τ (the
anticipation horizon) [4], the maximum τ value is given
by the intersection of two functions, namely, Kτ = 1
and K = α. This is the same as in the case of stability
analysis for the first order expansion, even though the
stable area is larger for the driven system on the time
delay term.

Thus, from the above analysis, it follows that even ex-
plicit account of the feedback delay does not increase the
anticipatory horizon compared to the one obtained from
the first order expansion. The analytical calculations in
this section are restricted to the one dimensional and lin-
ear case. We will validate the outcome of the first order
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expansion of the time delay term by numerical calcula-
tions in the following sections.

III. RENORMALIZATION OF TIME

Let us further consider the outcome of the first order
expansion of the time delay term. The expansion of z(t−
τ) up to the first order is equivalent to the expansion of
y(t− τ) in Eq. (2) to the first order, which gives

dy(t)

dt∗
= f [y(t)] + k[x(t)− y(t)] (11)

where t∗ = t/(1−kτ) is a renormalized time in the driven
system. From K > 0 and τ > 0 and from Eq. (6), we
can obtain 0 < 1 − Kτ < 1, which leads to t < t∗. For
the case of τ < 0, we have 1 − kτ > 1, which leads
to t∗ < t. This outcome suggests that the time scale of
the driven system should be larger or smaller than that of
the driver system, depending on the sign of τ . Thus, with
respect to the first order expansion, the time delay in the
coupling term in Eq. (2) can be equivalently replaced by
the renormalized time in the driven system.

IV. NUMERICAL CALCULATIONS FOR
MULTIDIMENSIONAL AND NONLINEAR

CASES

A. Rössler chaotic system

Even though the analytical characterization was ob-
tained only for the one dimensional linear dynamics, the
anticipating synchronization based on the renormalized
time should be applied to more complex hyperbolic sys-
tems. As a test model, we numerically examine the
coupled dynamics of a driver and driven system using
a Rössler chaotic system. The chaotic oscillator model
for the driver system is given,

dx1

dt
= −x2 − x3 (12)

dx2

dt
= x1 − ax2, (13)

dx3

dt
= b− x3(x2 − c), (14)

where x1, x2 and x3 are state variables. For the driven
system based on Eq. (11), we have similarly,

dy1
dt∗

= −y2 − y3 +K(x1 − y1) (15)

dy2
dt∗

= y1 − ay2, (16)

dy3
dt∗

= b− y3(y2 − c), (17)

where y1, y2 and y3 are state variables of the driven sys-
tem and K(x1 − y1) represents a coupling between the

driver and driven systems. Note that the driven system
incorporates the renormalized time scale, t∗ = t/(1−kτ)
in the time derivative.

Figure 2 shows the numerical results of the Rössler
chaotic system when τ = 0.4. It is interesting to note
that the driven system on the renormalized time scale
can show the precedence of phase, even though its am-
plitude differs more from that of the driver system. Also,
shifting the renormalized time for the condition, t∗ < t
when τ = −0.4, the driven system showed the lagging
synchronization (Fig. 2). With respect to the first order
approximation, we found that the reference to its own
future state in the feedback loop actually lead to the de-
lay in response to the driver system. It is intriguing, the
the lagging synchronization cannot be achieved by the
explicit term in Eq. (2).
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FIG. 2: (Color online) Time series of Rössler chaotic sys-
tem, x1(t) and y1(t). The solid line represents the driver
system with the time step, △tstep = 0.0005, the dashed
line represents the driven system on the renormalized time
step, corresponding to τ = 0.4, and the dotted line repre-
sents the driven system on the renormalized time step, cor-
responding to τ = −0.4. The values for parameters were
a = 0.15, b = 0.20, c = 10.0,K = 1.0.

Figure 3 shows the stability diagram of the cross-
correlation coefficient with respect to the driver system.
The maximum values of the cross-correlation coefficients
in the cross-correlation functions were calculated, and the
individual values were plotted in τ -K plane.

For the region τ < 0.4 in Fig. 3 (b), the cross-
correlation coefficients are close to 1, therefore, there is
a good agreement between the driver and driven systems
in terms of the amplitudes of the curve profiles. How-
ever, the cross-correlation coefficients with respect to the
driver system decrease gradually as τ increases more than
0.4 and the area of the good agreement in terms of the
amplitude of the curve profile is smaller than the one
calculated from the original case of the delay differential
equation (Fig. 3 (a)).

Figure 4 shows the stability diagram of the time shift of
the driven system, △t with respect to the driver system.
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The time shift is defined by the time lag in the cross-
correlation functions at which the maximum values of
the coefficient are to be found. Ideally, the anticipating
manifold should be fulfilled as △t = τ where τ is a self-
feedback delay of the driven system.
However, the driven system based on the renormalized

time step shows the larger time shift, △t > τ for the
region of τ > 0.4. In this region of τ > 0.4, even though
the deviation from the driver system becomes larger in
terms of amplitude correlation of the functions (Fig. 3),
we found the the tendency of the driven system for larger
precedence of the driver in the case of the renormalized
time step compared to the driven system with the time
delay (Fig. 4 (b)).
Note here that the stability diagram obtained by the

one dimensional case (Fig. 1) showed a qualitative agree-
ment with the stability diagram of the chaotic system
(Fig. 3 and Fig. 4).

K K

τ τ

(a) (b)

FIG. 3: (Color online) Stability diagram of the cross-
correlation coefficient with respect to the driver system
(Rössler system). The maximum values of the coefficient
in the cross-correlation functions were plotted in τ -K plane.
The driven systems were based on (a) time delay term (b)
renormalized time step. The values of parameters were
a = 0.15, b = 0.20, c = 10.0.

(a) (b)

K

τ

K

τ

(a)

FIG. 4: (Color online) Stability diagram of the time shift with
respect to the driver system (Rössler system), which gives
the maximum value of the coefficient in the cross-correlation
functions. The driven systems were based on (a) Time delay
term (b) Renormalized time step. The values of parameters
were a = 0.15, b = 0.20, c = 10.0.

Figure 5 shows the stability diagram of the lagging syn-
chronization with the positive τ region. We found that
stability region for the negative τ is consistent with the
stability regions derived for the linear case (K > α), and
also the smooth transition was found from the lagging
to anticipating synchronization as τ increases from the
negative to positive value.

K K

ττ

(a) (b)

FIG. 5: (Color online) Stability diagram of the lagging syn-
chronization with respect to the driver system (Rössler sys-
tem). The driven systems were based on the renormalized
time step. (a) Stability diagram of the maximum cross-
correlation coefficient. (b) Stability diagram of the time shift.
The values of parameters were a = 0.15, b = 0.20, c = 10.0.

B. Excitable systems

1. Adler system

As a next step, we numerically validate that the renor-
malization of the time step can also work for an excitable
system. Adler system is used to study the excitable be-
havior responding to the same external forcing of the
driver and driven system. We consider two identical
Adler’s systems in unidirectional coupling under the si-
multaneous external perturbation I(t) on both systems,

dx

dt
= µ− cosx+ I(t) (18)

dy

dt∗
= µ− cos y + I(t) +K(x− y) (19)

where state variable x (driver system) and y (driven sys-
tem) are angular variables, µ is the bifurcation param-
eter. When |µ| > 0, the system exhibits the excitable
behavior. For the driven system, the time scale is renor-
malized as t∗ = t/(1−Kτ).

The excitable systems possess a single stable rest state,
corresponding to a fixed point. The small perturbation of
the system, for example, the environmental noise pushes
the state variable out of the fixed point, and the large
excursions of the state variables follow, which are called
spikes. Since many biological systems, e.g., neurons,
are essentially the excitable systems with a few feedback
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FIG. 6: (Color online) Time series of Adler system, x(t) and
y(t). The solid line represents the driver system with the
time step, △tstep = 0.0005, the dashed line represents the
driven system on the renormalized time step, corresponding
to τ = 5.0, and the dotted line represents the driven system
on the renormalized time step, corresponding to τ = −5.0.
The values of parameters were µ = 0.95,K = 0.01.

pathways, it is important to consider the excitable sys-
tem triggered by the random noise to test our hypoth-
esis of the renormalized time. Figure 6 shows that the
renormalization of the time step can work in good agree-
ment in terms of amplitude with the driver system for
the anticipating synchronization as well as the lagging
synchronization.

The driven system based on the renormalized time step
showed a wide range of maximum amplitude correlation
values with the driven system (Fig.7 (b)), and the degrees
of the correlation were almost identical with to those of
the driven system based on the time delay feedback (Fig.
7 (a)).

Figure 8 shows the stability diagram of the time shift of
the driven system, △t with respect to the driver system.
The anticipating manifold should be fulfilled, △t = τ .
In the excitable system, the driven system based on
the renormalized time step showed the wider stable re-
gion fulfilling the anticipating manifold, compared to the
chaotic system (Fig. 3 and Fig. 4). Note here that when
τ > 1.5, the stronger tendency of the time shift was found
towards the future state of the driver system, △t > τ .

It is straightforward to understand that the larger time
step leads to the higher frequency of the angular state
variable. Since the state variable of excitable system,
once perturbed to be out of the fixed point, travels the
orbit which follows the connection of the saddle and the
node. The amplitude of the state variable is well pre-
served as the state variable travels the orbit. According
to the study by Cizak et. Al., the coupling term in the
driven system (Eq. (2)) gives rise to the effective µeff

(a)

K

τ τ

K

(b)

FIG. 7: (Color online) Stability diagram of the cross-
correlation coefficient with respect to the driver system (Adler
system). The maximum values of the coefficient in the cross-
correlation functions were calculated in τ -K plane. The
driven systems were based on (a) Time delay term (b) Renor-
malized time step. The value of parameter was µ = 0.95.

(a) (b)

K

τ τ

K

FIG. 8: (Color online) Stability diagram of the time shift
with respect to the driver system (Adler system), which gives
the maximum value of the coefficient in the cross-correlation
functions. The driven systems were based on (a) Time delay
term (b) Renormalized time step. The value of parameter
was µ = 0.95.

(µeff > µ) [8], They explained the dynamical mecha-
nism of anticipating synchronization based on the fact
that µeff decreases the response time from the onset of
perturbation to the time at which the pulse reaches its
maximum amplitude. Regarding the first order expan-
sion, substituting y(t− τ) by y(t)− dy

dt τ in the coupling
term would also lead to the increase of µeff on the on-
set of perturbation, resulting into the decrease in the re-
sponse time. Thus, for this Adler system, two explana-
tion, namely, the faster evolution and the effect of µeff

on the decrease in the response time would be plausible.

Figure 9 shows the stability diagram of the lagging syn-
chronization with the positive τ region. We found that
the degrees of the correlation were close to one with those
of the driver system (Fig. 9 (a)) and that the gradual
time shift for the lagging synchronization was also found
in the negative τ region (Fig. 9 (b)).
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FIG. 9: (Color online) Stability diagram of the lagging syn-
chronization with respect to the driver system (Adler system).
The driven systems were based on the renormalized time step.
(a) Stability diagram of the maximum cross-correlation coef-
ficient. (b) Stability diagram of the time shift. The values of
parameters were a = 0.15, b = 0.2, c = 10.0.

2. FitzHugh-Nagumo system

The FitzHugh-Nagumo system is another example of a
excitable oscillator, a simplified version of the Hodgkin-
Huxley model which models activation and deactivation
dynamics of a spiking neuron. This behavior is typical
for spike generations in a neuron after stimulation by an
external input current. The equations for this dynamical
system are given by

dv1
dt

= v1 −
1

3
v31 + I(t) (20)

dw1

dt
= ϵ(v1 + a− bw1) (21)

where v1 is a membrane voltage, and w1 is a linear recov-
ery variable. When the external stimulus exceeds a cer-
tain threshold value, the system will be kicked out from
the fixed point, and exhibit a characteristic excursion in
phase space. On the other hand, the driven system based
on the renormalized time, t∗ is described by

dv2
dt∗

= v2 −
1

3
v32 + I(t) +K(v1 − v2) (22)

dw2

dt∗
= ϵ(v2 + a− bw2). (23)

Figure 10 shows the numerical results of the FitzHugh-
Nagumo system for τ = ±0.75. We observe the steady
phase shift for the anticipating and the lagging synchro-
nization for the continuous firing. Figure 11 shows the
stability diagram of the cross-correlation coefficient with
respect to the driver system. When τ > 1.0, the driven
system starts to deteriorate from dynamics of the driver
system. Regarding the stability diagram of the time shift
of the driven system (Fig. 12), we found the stronger
drive of △t in the region defined by K < 0.2 and τ > 0.5
with respect to the driver system.
Figure 13 shows the stability diagram of the lagging

synchronization. We found that the driven system on the

25 50 75 100
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FIG. 10: (Color online) Time series of FitzHugh-Nagumo
system, v1 and v2. The solid line represents the driver
system with the time step, △tstep = 0.0005, the dashed
line represents the driven system on the renormalized time
step, corresponding to τ = 0.75, and the dotted line repre-
sents the driven system on the renormalized time step, cor-
responding to τ = −0.75. The values of parameters were
ϵ = 0.08, a = 0.70, b = 0.80,K = 0.10.

K

τ

(a) (b)

K

ττ

FIG. 11: (Color online) Stability diagram of the cross-
correlation coefficient with respect to the driver system
(FitzHugh-Nagumo system). The maximum values of the co-
efficient in the cross-correlation functions were calculated in
τ -K plane. The driven systems were based on (a) Time delay
term (b) Renormalized time step. The values of parameters
were ϵ = 0.08, a = 0.70, b = 0.80.

renormalized time scale shows a good agreement with the
driven system in terms of amplitude (Fig. 13 (a)) as well
as the steady lagging shift (Fig. 13 (b)).
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K

(a) (b)

K

τ τ

FIG. 12: (Color online) Stability diagram of the time shift
with respect to the driver system (FitzHugh-Nagumo system),
which gives the maximum value of the coefficient in the cross-
correlation functions. The driven systems were based on (a)
Time delay term (b) Renormalized time step. The values of
parameters were ϵ = 0.08, a = 0.70, b = 0.80.

K

ττ

K
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FIG. 13: (Color online) Stability diagram of the lagging syn-
chronization with respect to the driver system (FitzHugh-
Nagumo system). The driven systems were based on the
renormalized time step. (a) Stability diagram of the max-
imum cross-correlation coefficient. (b) Stability diagram of
the time shift. The values of parameters were ϵ = 0.08, a =
0.70, b = 0.80.

V. GENERAL DISCUSSION

Our approach directly links the feedback delay of the
driven system with the renormalized time scale of the
driven system (Section III), identifying the main compo-
nent in the anticipating synchronization paradigm, and
suggesting an alternative method to generate the antic-
ipating synchronization as well as lagging synchroniza-
tion.
The following points summarize the method of renor-

malized time step, extending the paradigm of anticipat-
ing synchronization;

1. Larger time scale amounts to the faster evolution
of the state variable of the driven system based on
the internal dynamics.

2. Smaller time scale amounts to the slower evolution
of the state variable of the driven system based on
the internal dynamics.

3. Coupling term drives the state variable of the
driven systems to be synchronized with the one of
the driver system.

4. Interplay between internal dynamics and coupling
term gives rise to the steady the anticipating or
lagging synchronization of the driven system.

In this study, we proved the ability of anticipating syn-
chronization based on the renormalized time steps in the
one dimensional linear case, and systematically validated
the outcomes of the renormalized time steps for the case
of multidimensional nonlinear dynamics by the numerical
calculations. The stability diagram showed that tuning
of τ can induce the anticipating synchronization for τ > 0
and the lagging synchronization for τ < 0. It is intrigu-
ing that the lagging synchronization is only possible in
the case of the renormalized time steps.

From the numerically obtained stability diagrams, the
renormalized time scale of the driven system was proven
to be the alternative method to induce the anticipating
synchronization when the time delay term is not avail-
able to the driven system. Our results have an important
implication that the different time scales of the dynami-
cal systems can be considered as different clocks govern-
ing their temporal evolution of the dynamical systems,
i.e., depending on the sign of τ , the time evolution of
the driven system can be anticipating or lagging with
respect to the driver system. When the dynamical sys-
tems running based on the different clocks interact uni-
directionally, the anticipating synchronization can ap-
pear without any time delays. Therefore, our approach
will further expand this interesting paradigm towards a
wider range of dynamical scenarios.

In behavioural sciences, the feedforward model or the
internal predictive model is motivated by the assumption
that the feedback delays destabilize the controlled ob-
jects. Internal models have been a wide spread concept
to explain the human motion overcoming the time-delay
in the sensory-motor systems [12]. Kawato concluded
that forward internal models can predict sensory conse-
quences from efference copies of issued motor commands
and that inverse internal models can calculate necessary
feedforward motor commands from desired trajectory in-
formation. However, this approach ignores the dynamics
of motion, and can be considered as the mapping be-
tween the positions in work space and the sequence of
motor commands in a static manner.

On contrary to the internal model, Stepp performed
tracking experiments in which the participants were given
delayed visual feedback of their own movements, and
found some characteristics of anticipating synchroniza-
tion [13]. Even though his finding is at the empirical
level, the attempt to emphasize the dynamical coupling
with the changing environment should be appreciated to
make a link between human behavior and dynamical sys-
tems [14, 15]. Also, in the interpersonal interactions,
Hayashi and Kondo found that humans follow the feed-
back control to tune the cycle time based on the synchro-
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nization errors, and that the gain parameters changes
as a function of tapping frequency [16]. From the per-
spective of renormalization of time, we found that the
tuning of the gain parameters can be attributed to the
internal time scale to detect the cycle time of tapping
motion. Therefore, the internal time scale functioning
flexibly to anticipate the changing environment or lag
behind it could be a fundamental mechanisms of the liv-
ing systems for which ‘orienting towards the future’ is a
crucial nature [17].
Using a biologically plausible neuronal model, Matias

et. Al. showed that master-slave configuration with the
inhibitory neuron can induce anticipating synchroniza-
tion without the explicit time delay, rather, it was simply
triggered by biological plausible delay of the inhibitory
neuron to regulate the slave neuron [18]. Recently, iden-

tifying the neuronal populations in the cortical regions,
the anticipating synchronization was presented as a plau-
sible model for the observed phase shifts in a certain pri-
mate cortical circuit under a visual task [19]. This kind
of studies can be also explored in terms of the different
time scales involved in the individual dynamical systems.

The presence of any feedback delay is regarded as an
unfortunate feature of biological and robotic systems.
However, as shown in this paper, the positive, produc-
tive status of the delayed feedback should be emphasized
in terms of the ’internal clock’ of the biological systems,
as it may have very important implications for our under-
standing of how neuronal and cognitive systems can pre-
dict future outcomes of the changing environment during
many crucial tasks from neuronal systems to sensory-
motor systems of humans [8, 13, 15, 20, 21].
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