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Time correlation functions in the Lebwohl-Lasher model of liquid crystals

Anoop Varghese1, ∗ and Patrick Ilg1, †
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University of Reading, Whiteknights, Reading RG6 6AX, United Kingdom

(Dated: September 8, 2017)

Time correlation functions in the Lebwohl-Lasher model of nematic liquid crystals are studied
using theory and molecular dynamics simulations. In particular, the autocorrelation functions of
angular momentum and nematic director fluctuations are calculated in the long-wavelength limit.
The constitutive relations for the hydrodynamic currents are derived using a standard procedure
based on non-negativity of the entropy production. The continuity equations are then linearized
and solved to calculate the correlation functions. We find that the transverse angular momentum
fluctuations are coupled to the director fluctuations, and are both propagative. The propagative
nature of the fluctuations suppress the anticipated hydrodynamic long-time tails in the single-
particle autocorrelation functions. The fluctuations in the isotropic phase are however diffusive,
leading to t−d/2 long-time tails in d spatial dimensions. The Frank elastic constant measured using
the time-correlation functions are in good agreement with previously reported results.

PACS numbers: 61.30.Cz,61.30.Dk,05.60.Cd,83.10.Rs

I. INTRODUCTION

Nematic liquid crystals are formed of elongated or
disc-like molecules and are characterized by spontaneous
long-range order in the orientation of the constituent
molecules [1, 2]. The ordering occurs either at low tem-
peratures or at high density, across a first-order transition
point from an isotropic phase. The orientational order is
also strongly responsive to external electric fields, result-
ing in field-dependent light transmittance – a property
which find applications in a spectrum of display devices.
From a fundamental point of view, being the interme-
diate state of matter between solids and liquids, liquid
crystals have been of extensive research in the last sev-
eral decades [1–4].
Liquid crystals are fundamentally different from simple

liquids in that they posses broken-symmetry variables as
additional hydrodynamic variables [5–7]. In nematic liq-
uid crystals, the local mean orientation of the molecules,
termed as the director, is the broken-symmetry vari-
able [6]. The director is intimately coupled to other hy-
drodynamic variables, making the hydrodynamic fluctu-
ations in nematic liquid crystals different from that in
simple fluids [3, 8]. For instance, the velocity fluctua-
tions, which are isotropic in simple fluids, are coupled
to the director fluctuations and become anisotropic in
the nematic phase. The director fluctuations are also
responsible for the high light-scattering or turbidity of
liquid crystals compared to simple liquids [3]. The static
and dynamic correlations in the director fluctuations are
often used to measure the elastic and viscous coefficients
in experiments [8–10] and computer simulations [11, 12].
The nature of hydrodynamic fluctuations in ne-

matic liquid crystals has received a revived interest re-
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cently [12–15]. The director fluctuations in nematic liq-
uid crystals have long been observed to be diffusive in the
incompressible limit [3, 16]. Recent simulation studies us-
ing Gay-Berne model of liquid crystals, however, reveal
that the fluctuations could either be diffusive or prop-
agative, depending on the relative magnitude of the elas-
tic and viscous coefficients [12, 13]. A related aspect is
the long-time behavior of single-particle autocorrelation
functions, which is in general determined by the nature
of the hydrodynamic fluctuations [17]. Recent simulation
studies indicate the existence of long-time power-law tails
in the single-particle orientational autocorrelation func-
tions in the nematic phase [14]. The existence of long-
time tails in the autocorrelation functions has also pre-
viously been reported in the context of isotropic-nematic
transition [15]. However, the evidence for the long-time
tails in these studies were limited, primarily due to strong
finite-size effects.

In this paper, using the Lebwhohl-Lasher model of liq-
uid crystals [18], we study the hydrodynamic fluctuations
arising purely from the orientational motion of the con-
stituent molecules. Including the spin angular momen-
tum density as an independent field, in addition to the
linear momentum density, has been shown to yield a dif-
ferent dynamical equations [19]. In the Lebwohl-Lasher
model, the translational motion of the particles are ar-
rested, and therefore allows to analyze the hydrodynamic
fluctuations arising purely from orientational motion, as
well as to study larger systems. In addition, the potential
energy has a simple form, which has been taken advan-
tage of in theoretical evaluation of some of the elastic and
thermodynamic properties of the system [11, 20, 21]. We
derive the corresponding linearized hydrodynamic equa-
tions. The solutions of these linearized equations are then
used to calculate the correlations in hydrodynamic fluctu-
ations, as well as single-particle angular momentum and
orientational autocorrelation functions. The theoretical
results are then compared with the results of molecular
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dynamics simulations.
The paper is organized as follows: Constitutive re-

lations for the hydrodynamic currents are derived in
Secs. II A-II B. Linearized solutions of the continuity
equations are obtained in Sec. II C. Hydrodynamic cor-
relations are defined and explicit expressions are given
in Sec. IID. Simulation details are given in Sec. IIIA.
Simulation results for the correlations functions are com-
pared with the theoretical predictions in Secs. III B-III C.
Sec. IV includes discussion and conclusions. Some details
of the calculations are given in the appendices.

II. THEORY

A. Dynamic equations

The local conservation of the energy and angular mo-
mentum are expressed by the continuity equations

∂ǫ

∂t
= −∇ · jǫ , (1)

and

∂l

∂t
= −∇ · σ , (2)

where ǫ = ǫ(r, t) and l = l(r, t) are the time-dependent
energy and angular momentum density, and jǫ and σ are
the corresponding currents, and (∇·σ)i = ∇jσij (we use
the Einstein summation convention unless stated other-
wise). The thermodynamic state of the system in the
isotropic phase is completely described by ǫ and l. In the
nematic phase, the local director n forms an additional
independent collective variable along with ǫ and l. The
time evolution of the director n, which is not a conserved
quantity, is given by [5, 6]

∂n

∂t
= ω × n−X′ , (3)

where ω is the angular velocity field, which is related to
the angular momentum density by li = Iijωj , where I

is the moment of inertia tensor density. The first term
on the rhs of Eq. (3) accounts for rigid rotations and
the quantity X′ for dissipative effects [22, 23]. Since the
director is normalized, |n| = 1, we have X′ · n = 0.

The collective variables ǫ, l and n are inter-related by
the differential entropy density s as [5, 23]

Tds = dǫ− ω · dl− hijd(∇jni) , (4)

where T is the temperature. The quantity hij is the
variable conjugate to the deformation ∇jni, and is given

by ∂fe
∂(∇jni)

, where fe is the Frank free energy density [1,

5]. The various elastic constants appearing in the general
Frank free energy are all identical for the Lebwohl-Lasher
model [11, 20], and therefore the free energy density takes

the one-constant form fe = K
2 ∇jni∇jni [1], where K

is the elastic constant. Consequently, for the Lebwohl-
Lasher model we get

hij = K∇jni . (5)

B. Constitutive relations

In order to obtain the constitutive relations for the
currents jǫ, σ, and X′ in Eqs. (1)-(3), non-negativity
of the entropy production is invoked. Using Eqs. (1)-
(3) in Eq. (4), the time derivative of the total entropy
of the system, S =

∫

V
ddrs(r, t), can be written as (see

Appendix A)

dS

dt
= −

∫

V

ddr
1

T

[q

T
· ∇T + (σ + h′) : ∇ω +X′ · (∇ · h)

]

,

(6)
where q is the heat current

q = jǫ − σ · ω − h ·X′ , (7)

and

h′
ij = ǫikln

0
khlj , (8)

where ǫijk is the Levi-Civita symbol, and we denote a :
b = aijbji. In obtaining Eq. (6), the approximation ω ×
n ≈ ω × n0, where n0 is the mean director, has been
made in Eq. (3). From Eq. (6) we infer for the entropy
production to be non-negative, that the currents need to
be of the form [5]

q = −κ · ∇T , (9)

σ + h′ = −Γ · ∇ω , (10)

X′ = −γ∇ · h , (11)

where κij , Γijkl, and γ are positive semi-definite dissipa-
tive coefficients.
In the following, we provide explicit expressions for the

currents jǫ, σ, and X′ for small fluctuations around the
mean values of the collective variables.
Using Eqs. (7), (9) and (4) we get,

jǫ ≃ κ · ∇T ∼ ∇ǫ . (12)

The dynamics of ǫ is therefore decoupled from the rest of
the collective variables l and n, and will not be discussed
further.
The dissipative coefficients Γijkl associated with the

constitutive relation for σ can be written as (see Ap-
pendix. B)

Γijkl = δjk
[

Γ‖ninl + Γ⊥(δil − ninl)
]

, (13)

where Γ‖,⊥ are constants. Substituting for Γ in Eq. (10),
and using Eq. (8), we get

σij = −h′
ij − Γijkl∇kωl

≃ −ǫikln
0
khlj −∇j

[

Γ‖ω
‖
i + Γ⊥ω

⊥
i

]

, (14)
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where ω
‖ = (n · ω)n and ω

⊥ = ω − (n · ω)n. We have
also neglected second order terms of the form ωl∇jni.

Finally, using Eq. (11) and (5) we get,

X′ = −γK∇2n . (15)

The viscous coefficient γ is often termed rotational vis-
cosity while Γ‖,⊥ are known as spin viscosities.

C. Linearized equations

1. Nematic phase

We now consider the dynamics of l and n far from
the isotropic-nematic transition point. In the nematic
phase it is convenient to decompose l into components
parallel and perpendicular to the director: l = l‖ + l⊥,
with l‖ = (n · l)n and l⊥ = l−(l ·n)n. Assuming uniaxial
symmetry, the moment of inertia density will have the
form [19], Iij = I‖ninj + I⊥ [δij − ninj ]. This implies,

l‖ = I‖ω‖ and l⊥ = I⊥ω⊥. Using these relations and
inserting the constitutive relations Eqs. (14) and (15) in
the dynamic equations Eqs. (2) and (3), we get

∂l⊥

∂t
= Kn0 ×∇2n+ ν⊥∇2l⊥ , (16)

∂l‖

∂t
= ν‖∇2l‖ , (17)

∂n

∂t
= I−1

⊥ l⊥ × n0 + γK∇2n , (18)

where ν⊥ = Γ⊥/I⊥ and ν‖ = Γ‖/I‖. We note that for
small fluctuations, Eqs. (17)-(18) are identical to those
derived in Refs. [19, 24] using the Poisson bracket for-
malism.
Writing n = n0 + δn as before, and choosing n0 along

the 3-direction in the Cartesian system (ê1, ê2, ê3), for
small fluctuations we have δn ≈ (n1, n2, 0). This follows
from the condition n · δn = 0 (|n| = 1). Similarly, we
have, l‖ ≈ l3 and l⊥ ≈ (l1, l2, 0). From Eqs. (16)-(18), we
then find that the longitudinal component, l3, is diffusive
and is decoupled from the rest of the collective variables.
The transverse components are coupled to the director
fluctuations. Explicitly, l1 is coupled to n2, and l2 to n1.
The coupled equations are readily solved using double
Fourier-Laplace transform

f̃(k, s) =

∫

V

ddr

∫ ∞

0

dt f(r, t)e−ik·re−st . (19)

Applying the transform for the (lx, ny) pair we get

(

l̃1(k, s)
ñ2(k, s)

)

=
1

∆

(

s+ γKk2 Kk2

−I−1
⊥ s+ ν⊥k

2

)(

l1(k, 0)
n2(k, 0)

)

,

(20)
where ∆ = (s− s1) (s− s2), with

s1,2 = −1

2
νsk

2 ± iωs, (21)

where the damping coefficient νs and frequency ωs are
given by

νs = γK + ν⊥ (22)

and

ωs =
(

KI−1
⊥ k2 − (γK − ν⊥)

2
k4/4

)1/2

. (23)

Note that f(k, 0) denote variables which are only spa-
tially Fourier transformed at t = 0. The corresponding
equations for the pair (l2, n1) are obtained by replacing
(l1, n2) → (l2, n1) in Eq. (20).
Some comments on the frequency ωs as given in

Eqs. (21) and (23) are in order. The quantity ωs could ei-
ther be real or imaginary, depending on the relative mag-
nitude of the elastic constant and viscous coefficients, cor-
responding to diffusive or propagative transverse modes.
In the limit, (KI−1

⊥ )1/2 ≫ (γK − ν⊥) k
2/2, the modes

are propagative with frequency ωs = ±k(KI−1
⊥ )1/2, and

damping factor 1
2νsk

2 (see Eq. (21)). This limit al-
ways exists for small enough wavevectors, and therefore
propagative modes are always present in bulk systems.
Note that ωs is linear in k, whereas in off-lattice systems
where the director fluctuations are coupled to the lin-
ear momentum, the frequency associated with the trans-
verse modes is quadratic [12, 13]. In the opposite limit,
(KI−1

⊥ )1/2 ≪ (γK − ν⊥) k
2/2, ωs is imaginary, and we

have diffusive modes with damping factors ν⊥k
2 and

γKk2. In what follows, we assume that ωs is real, corre-
sponding to propagating modes, as it turns out to be the
case in the Lebwohl-Lasher model for small wavevectors.

2. Isotropic phase

In the isotropic phase, the broken symmetry variable
n vanishes and the linearized dynamics of the system is
given by Eqs. (16) and (17), with ν⊥ = ν‖ = ν ,

∂l

∂t
= ν∇2l . (24)

Or, in the Fourier representation we have

l(k, t) = l(k, 0)e−νk2t. (25)

D. Correlation functions

The autocorrelation functions of angular momentum
and director fluctuations are defined as

Cl
m(k, t) = 〈lm(k, t)lm(−k, 0)〉 , (26)

and

Cn
m(k, t) = 〈nm(k, t)nm(−k, 0)〉 , (27)
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where 〈·〉 denote the canonical ensemble average. Note
that the summation convention is not used in the def-
inition of correlation functions. In the isotropic phase,
Cl(k, t) can be readily obtained using Eq. (25), and is
given by

Cl
m(k, t) = 〈|lm(k, 0)|2〉e−νk2t . (28)

In the nematic phase, Cl
1 can be obtained using Eq. (20)

by performing inverse Laplace transform:

Cl
1(k, t) = 〈|l1(k, 0)|2〉L−1

[

s+ γKk2

(s− s1)(s− s2)

]

= 〈|l1(k, 0)|2〉e−
1

2
νsk

2t

×
[

cos(ωst) +
(γK − ν⊥)k

2

2ωs
sin(ωst)

]

, (29)

where the equilibrium relation 〈l1(k, 0)n2(−k, 0)〉 = 0
has been used. Similarly, the correlation function for the
director fluctuations is given by

Cn
2 (k, t) = 〈|n2(k)|2〉e−

1

2
νsk

2t

×
[

cos(ωst)−
(γK − ν⊥)k

2

2ωs
sin(ωst)

]

. (30)

Due to uniaxial symmetry around the nematic director,
and the frequency ωs and damping coefficient νs being
independent of the direction of the wavevector k, the
correlation function Cn

1 is identical to Cn
2 and Cl

2 to Cl
1.

The equal-time correlations 〈|nm(k)|2〉 and 〈|lm(k)|2〉
appearing in Eqs. (28)-(30) can be obtained using the
equipartition theorem – the free energy of the system is
given by

F =
1

2

∫

V

ddr

[

K∇jni∇jni +
l2‖

I‖
+

l2⊥
I⊥

]

(31)

=
1

2V

∑

k

[

Kk2|n(k)|2 + |l‖(k)|2
I‖

+
|l⊥(k)|2

I⊥

]

. (32)

By equipartition of energy, we get

〈|n1(k)|2〉 = 〈|n2(k)|2〉 = V kBT/(Kk2)

〈|l1(k)|2〉 = 〈|l2(k)|2〉 = I⊥V kBT

〈|l3(k)|2〉 = I‖V kBT

(33)

We assume that the principal moment of inertia of the
rotors about the body-axis is zero and the components
about axes perpendicular to the body-axis are equal.
Then, in a perfectly ordered state, we have I‖ = 0 and
I⊥ = ρI, where ρ and I are the number density and
principal moment of inertia of the rotors. On the other
hand, in the isotropic state we have I‖ = I⊥ = 2Iρ/3.
This relation follows from that Iij is proportional to unit
matrix in the disordered state, with the trace being 2Iρ.
In general, I‖ and I⊥ are also related to the nematic order
parameter S (see Sec. IIIA) as [19]

I‖ = ρI (2/3− 2S/3) , (34)

and

I⊥ = ρI (2/3 + S/3) . (35)

We set the number density ρ to unity.

III. LEBWOHL-LASHER MODEL

The Hamiltonian of the Lebwohl-Lasher model is given
by [18]

U = −ǫ0
2

N
∑

〈ij〉

P2(ui · uj) , (36)

where ui denote the unit orientation vector of the i-th ro-
tor, P2(x) = (3x2−1)/2 the second Legendre polynomial,
ǫ0 is the strength of the interaction, N is the number of
rotors, and the summation extends over nearest-neighbor
pairs. The nematic-isotropic transition in the Lebwohl-
Lasher model occurs at kBTc/ǫ0 ≈ 0.56 and ≈ 1.13 for
two- and three-dimensional cubic lattices [25, 26].

A. Simulation details

We perform molecular dynamics simulations of a sys-
tem of rotors on Ld cubic lattices interacting via the
Lebwohl-Lasher potential. As previously stated, we con-
sider linear rotors, i.e, the moment of inertia in the
body-fixed frame of reference of a rotor has the form
I = diag(I, I, 0), where I is the principal moment of in-
ertia. The orientation ui and angular momentum li of
rotor i evolve as

u̇i = ωi × ui ,

l̇i = τi ,
(37)

where ωi = I−1 · li is the angular velocity and τi the
torque. The torque is given by [27]

τi = −
∑

j 6=i

∂U

∂ (ui · uj)
(ui × uj)

= 3ǫ0
∑

j 6=i

(ui · uj) (ui × uj) , (38)

where we used Eq. (36) in the second step.
The equations of motion Eqs. (37) are integrated nu-

merically using a leap-frog algorithm [28]. The initial ori-
entations of the rotors in the nematic phase are generated
using Monte-Carlo simulations, and an equal rotation is
applied to each rotor such that the initial director points
along the ê3 axis. The length of the simulation runs is
chosen such that the drift in the director from the initial
direction is negligible. The initial angular velocities are
Maxwell-Boltzmann distributed. Note that each rotor
has only two rotational degrees of freedom and the com-
ponent of angular velocity parallel to the rotor vanishes.
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In order to avoid a rigid rotation of the whole system and
therefore of the director, the total angular momentum
is initialized to zero. A simple rescaling of the angular
velocities is applied at every time step in order to main-
tain the system at a constant temperature. We specify
the temperature, time and length scales in reduced units
T ∗ = kBT/ǫ0, t

∗ = t/(I/ǫ0)
1/2, r∗ = r/a, where a is the

lattice spacing. All the measured quantities are reported
in these units.
In the following, we define the microscopic expressions

for the hydrodynamic fields in the simulations. The ne-
matic director fluctuations are conveniently described in
terms of the local order parameter tensor [6, 7]

Qlm(r, t) =
1

N

N
∑

i=1

(

uil(t)uim(t)− 1

3
δlm

)

δ(r− ri) ,

(39)
where ri’s are position coordinates of the rotors and
l,m = 1, 2, 3. The macroscopic director n0 is parallel to
the eigenvector of

∫

V
ddrQlm corresponding to the largest

eigenvalue, with the eigenvalue being related to the order
parameter S as 2S/3. For n0 pointing along the ê3 axis,
the local director components are given in term of Qlm as
n1 = Q13/S and n2 = Q23/S [6, 7]. The order parameter
tensor in the Fourier representation reads

Qlm(k, t) =
1

N

N
∑

i=1

(

uil(t)uim(t)− 1

3
δlm

)

e−ik·ri , (40)

where the wavevector k = (2π/L)(κ1, κ2, κ3), where
κ1, κ2, κ3 are integers. Similarly, the angular momentum
field is defined as

l(k, t) =

N
∑

i=1

li(t)e
−ik·ri . (41)

The corresponding longitudinal and transverse
components are then given by (0, 0, l3(k, t)) and
(l1(k, t), l2(k, t), 0), respectively.

B. Correlations in k-space

We now calculate in the simulations the autocorrela-
tion functions of the angular momentum and director
fluctuations as defined in Eqs. (26) and (27). In evaluat-
ing Eq. (27), we use the definition n1(k, t) = Q13(k, t)/S
and n2(k, t) = Q23(k, t)/S, as previously stated. Fig-
ure 1 displays the transverse angular momentum cor-
relations in the nematic phase, for small wavevectors.
In agreement with Eq. (29), the fluctuations in the
transverse components decay propagatively, with the fre-
quency being determined by the Frank elastic constant
and the damping by a combination of the elastic constant
and viscous coefficients. Similarly, the director fluctua-
tions also decay as propagating modes (not shown) in
agreement with Eq. (30). The correlations are indepen-
dent of the direction of the wavevector k, and therefore

0 5 10 15 20
t

−1.0

−0.5

0.0

0.5

1.0

C
l
(k

,t
)

FIG. 1. Angular momentum autocorrelation functions (nor-
malized) as defined in Eq. (26) for components perpendicular
to the nematic director for different wavevectors. The dashed
lines corresponds to the simulation results and the solid lines
are fits to the theoretical expression in Eq. (29). Parameters
are chosen as T = 1.0, N = 323, and k = 2π/32, 4π/32 and
6π/32 (top to bottom at t = 2.5).

T S K νs

0.10 0.975 2.808 –

0.30 0.921 2.587 –

0.40 0.892 2.520 –

0.75 0.767 1.988 0.022

1.00 0.604 1.293 0.194

TABLE I. Temperature dependence of the order parameter
(S), Frank elastic constant (K), and damping coefficient (νs)
defined in Eq. (22). S was obtained directly from simulations,
whereas K and νs were obtained by fitting Eq. (29) against
the correlation function obtained from the simulations. Typ-
ical error in the data presented is less than 1%, except for νs,
which is less than 3.5%. System size: N = 323.

the decay of splay (n1, k̂ = ê1), twist (n2, k̂ = ê1) and

bend (n1, n2, k̂ = ê3) fluctuations show identical decay
as expected.
The Frank elastic constant K and the viscous coeffi-

cient νs can be obtained by fitting the theoretical ex-
pressions Eq. (29) or Eq. (30) against the time corre-
lation functions obtained from the simulations. The
so-obtained values are listed in Table I. We find good
agreement between our results for K and that obtained
in Ref [11] using static director fluctuations. To our
knowledge, the viscous coefficient νs = γK + ν⊥ for
the Lebwohl-Lasher model has not yet been evaluated.
We find that νs is smaller than K by orders of magni-
tude, and decreases as the temperature is lowered from
the isotropic-nematic transition point. We note that the
relative smallness of spin and rotational viscosities has
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 0.02
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 0.08
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 0.12

 0.14

 1  2  3  4  5  6  7  8  9

ν

T

FIG. 2. Temperature dependence of spin viscosity ν in the
isotropic phase. Symbols denote the simulation results and
the line corresponds to the fitting function given by Eq. (42).
System size: N = 323.

previously been observed in fluids composed of linear
molecules [29, 30].
In the isotropic phase, the angular momentum fluctu-

ations decay diffusively, in agreement with Eq. (28). Fig-
ure 2 displays the temperature dependence of the spin
viscosity obtained by fitting Eq. (28) against the simula-
tion results for the correlation functions. The viscosity
obtained is well described by the Arrhenius relation [31]

ν = ν0 exp(E/kBT )) , (42)

where ν0 and E are constants. We find ν0 ≈ 0.01 and
E ≈ 4.02. The fitted value of the activation energy E is
consistent with the fact that the nearest-neighbor inter-
actions contribute, within orders of magnitude, 6ǫ0 to E.
Similarly, ν(Tc) obtained using Eq. (42) is of the order
of 1

2νs, close the transition, as expected. Arrhenius-like
dependence of viscosity on temperature in the isotropic
phase has previously been observed in experiments [31].

C. Long-time tails

We now consider the long-time behavior of single-
particle autocorrelation functions (ACFs) in the real-
space. The ACF of the angular momentum density is
given by

Cl(r, r′, t) = 〈l(r, t) · l(r′, 0)〉

=
1

V 2

∑

k

〈l(k, t) · l(−k, 0)〉eik·(r−r
′) . (43)

Similarly, the director fluctuation ACF is given by

Cn(r, r′, t) = 〈n(r, t) · n(r′, 0)〉

=
1

V 2

∑

k

〈n(k, t) · n(−k, 0)〉eik·(r−r
′) . (44)

10-5

10-4

10-3

10-2

10-1

100

102 103 104

〈l(
t)

⋅l(
0)

〉

t

t-1

t-3/2

FIG. 3. Single-particle angular momentum autocorrelation
functions in the real space in the isotropic phase. Simulation
results are represented by symbols (circles - 2d, squares - 3d)
and theoretical results (Eq. 45) by solid lines. For 2d systems,
while the position coordinates of the rotors are confined to
a plane, the orientation vectors point on a 3d unit sphere.
Parameters: N = 643, T = 2.63 for 3d and N = 1002, T =
1.50 for 2d systems.

Here, the summation is over all nonzero wavevectors.
Since the rotors are fixed in space, the ACFs of indi-
vidual rotors can be directly obtained from the ACFs in
the hydrodynamic fields. Explicitly, the ACFs of rotor i,
say, can be obtained by setting r = r′ = ri in Eqs. (43)
and (44). We denote cl(t) and cn(t) for the single-particle
angular momentum and orientational ACFs.

1. Isotropic phase

In the isotropic phase, cl(t) is obtained by using
Eqs. (26) and (28) in Eq. (43), and is given by

cliso(t) = 〈li(t) · li(0)〉

=
2IkBT

V

∑

k

e−νk2t , (45)

where we used, 〈|l(k, 0)|2〉 = 2IV kBT (see Eq. (33)). For
large system sizes, the summation can be approximated
by integration, yielding

cliso(t) ≃
2IkBT

(4πνt)d/2
. (46)

We therefore find the long-time t−d/2 hydrodynamic de-
cay for infinite systems. Obviously, we expect deviations
from t−d/2 decay for finite systems. Figure 3 shows a
comparison of the theoretical and simulation results for
the single-particle angular momentum ACF for two- and
three-dimensional lattices. The theoretical results are ob-
tained by numerical summation of Eq. (45), with the
viscosity ν obtained from the k-space correlation func-
tion (Eqs. (26) and (28)) for the smallest wavevector,
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k0 = 2π/L. In agreement with theory, the autocor-
relation function decay as t−d/2 over a long-time win-
dow. The decay becomes exponential for longer times
t > (νk20)

−1. For such times, the summation in Eq. (45)

is dominated by the term e−νk2

0
t, leading to an expo-

nential decay, a finite size effect. For short times, all
the wavevectors k < 1/(νt)1/2 contribute to the summa-

tion. However, the e−νk2t form of the summand is valid
only for small wavevectors, leading to deviation of simu-
lation results from the theoretical prediction. The short-
time behavior may be described by treating the viscosity
ν wavevector dependent for large wavevectors, however,
this goes beyond the scope of this manuscript.

2. Nematic phase

In the nematic phase, the orientational ACF is ob-
tained using Eqs. (27) and (30) in Eq. (44). The long-
time behavior of the ACF is given by

cnnem(t) = 〈u⊥
i (t) · u⊥

i (0)〉

≃ 2kBT

KV

∑

k

1

k2
e−

1

2
νsk

2t cos(kct) , (47)

where c = (K/I⊥)
1/2. Approximating the summation by

integration as before, for three-dimensional systems we
get

cnnem(t) ≃
kBT

K
√
2π3νst

e−
c2

2νs
t . (48)

A similar calculation for the angular momentum ACF in
the nematic phase yields

clnem(t) ≃
kBTI⊥√

2π3

[

(νst)
− 3

2 −
(

c

νs

)2

(νst)
− 1

2

]

× e−
c2

2νs
t . (49)

The long-time tails in the orientational and angular mo-
mentum ACFs in the nematic phase are therefore ex-
ponentially suppressed. Similar strong decay of ACFs in
the Lebwohl-Lasher model, close to the isotropic-nematic
transition [15] and in the Gay-Berne model in the ne-
matic phase [14] has been previously reported. Since
c2/νs = K/(I⊥νs) ≫ 1 for the Lebwohl-Lasher model,
the ACFs have vanishing values for times where Eqs. (48)
and (49) are valid (t ∼ ( 12νsk

2
0)

−1). It is therefore diffi-
cult to compare the theoretical expressions Eqs. (48) and
(49) with the simulations results. However, in the simu-
lations we observe that the ACFs in the nematic phase
decay rapidly so that no power-law regime could be iden-
tified.

IV. CONCLUSION

The collective modes in the Lebwohl-Lasher model, as
in the general case of rotors on lattices, consist of the

director fluctuations (two transverse), angular momen-
tum fluctuations (two transverse, one longitudinal), and
the energy fluctuations (one). In the nematic phase, the
director fluctuations are coupled to the transverse an-
gular momentum fluctuations, leading to similar tempo-
ral decay. The fluctuations decay propagatively, with
the frequency in general being non-dispersive. For small
wavevectors, the frequency becomes dispersive and pro-
portional to the square root of the Frank elastic con-
stant. The damping coefficient depends on the Frank
elastic constant, spin viscosity, and rotational viscos-
ity. Moreover, the frequency and damping coefficient
are independent of the direction of the wavevector. It
is a consequence of the invariance of the Hamiltonian
of the Lebwohl-Lasher model under simultaneous rota-
tion of the rotors. Our results complement the recent
finding [12, 13] that propagating modes do exist in ne-
matic liquid crystals in certain parameter range, against
the long-standing experience of observing only diffusive
modes.

In the isotropic phase, however, the fluctuations are
diffusive. The diffusive nature of the fluctuations inter-
estingly manifest itself as long-time power-law tails in the
single-particle autocorrelation functions. In particular,
the angular momentum autocorrelation functions decay
as t−d/2 for long-times for infinite systems with d spatial
dimensions. Note that this is in contrast with the well
known t−(d/2+1) decay of angular momentum autocor-
relations of particles immersed in simple fluids [32–34].
The reason for the difference is apparent – the dynamic
equations of the angular momentum density in flowing
nematic fluid are different from that in a lattice system
where the linear motion of the particles are arrested.

The correlations in the director fluctuations in the ne-
matic phase do not show long-time power-law behavior in
three-dimensions. Since the director fluctuations in the
Fourier space are propagative, i.e., damped sinusoidally,
the correlations in real space are suppressed by these os-
cillations. The anticipated power-law t−1/2 [17], which is
based on the assumption that the modes are diffusive, is
exponentially suppressed even for infinite systems.

The correlation functions derived here provide an al-
ternate route to measure the Frank elastic constant
and viscous coefficients. The simulation results for the
Frank elastic constant obtained from the correlation func-
tions are in good agreement with previous results ob-
tained using different methods. The viscous coefficients
are also evaluated. In particular, the spin viscosity in
the isotropic phase follows Arrhenius-like dependence on
temperature. The spin and rotational viscosity in the ne-
matic phase are smaller than the Frank elastic constant
by orders of magnitude. The study presented here can be
directly used or adapted to study hydrodynamic correla-
tions in lattice rotors with general interaction potentials.
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Appendix A: Entropy production

Using Eqs. (1)-(3) in Eq. (4), the time evolution of the
entropy density is given by

T
∂s

∂t
= −∇·jǫ+ω ·(∇·σ)+hij∇j(X

′
i−ǫiklωknl) . (A1)

Some rearrangements of the terms in the above equation
are in order:

ω · (∇ · σ) = ωi∇jσij

= ∇j(ωiσij)− σij∇jωi

= ∇ · (σ · ω)− σ : ∇ω

Similarly,

hij∇jX
′
i = ∇j(hijX

′
i)−X ′

i∇jhij

= ∇ · (h ·X′)−X′ · (∇ · h)

And,

hij∇j(ǫiklωknl) ≈ ǫiklhijn
0
l∇jωk

= h′ : ∇ω

Here, we assumed small ω limit and neglected the second
order term by writing n = n0 + δn, where n0 is the
macroscopic director, and defined h′

ij = ǫikln
0
khlj . Using

these simplifications Eq.(A1) can be written as

T
∂s

∂t
= −∇ · q− (σ + h′) : ∇ω −X′ · (∇ · h) (A2)

where the heat current q = jǫ − σ · ω − h · X′. Divid-
ing Eq. (A2) by T and integrating over the volume and
assuming that q vanishes at the boundary, we get

dS

dt
= −

∫

ddr
1

T

[q

T
· ∇T + (σ + h′) : ∇ω +X′ · (∇ · h)

]

,

(A3)
where we have used integration by parts for the first term
in the rhs.

Appendix B: Friction coefficients Γijkl

The most general form of Γ with uniaxial symmetry is

Γijkl = a1δijδkl + a2δikδjl + a3δilδjk

+ a4δijnknl + a5δiknjnl + a6δilnjnk

+ a7δjkninl + a8δjlnink + a9δklninj

+ a10ninjnknl , (B1)

where ai’s are constants, n is the nematic director. The
odd terms in n are absent due to n → −n invariance of
nematic phase. From Eqs. (6) and (10), the contribution
to entropy production density due to terms involving Γ

is

ṡΓ = (σ + h′) : ∇ω (B2)

= Γijkl∇jωi∇kωl (B3)

Now, consider the transformation where all the rotors
are rotated by same angle, without rotating the lattice
vectors, i.e.,

n′ = Rn , ω
′ = Rω , (B4)

Γ′ = Γ(n′) , ∇′ = ∇ , (B5)

where R is a rotation matrix. Since the entropy pro-
duction should be invariant under overall rotations, from
Eq. (B3) we get

Γ′
ijkl∇jω

′
i∇kω

′
l = Γijkl∇jωi∇kωl (B6)

Or,

Γ′
ijklRimRln∇jωm∇kωn = Γijkl∇jωi∇kωl (B7)

This amounts to say

Γ′
ijklRimRln = Γmjkn (B8)

This implies, since the indices j and k are intact in the
above equation, coefficients of terms with n′

j and/or n′
k

in Eq. (13) will vanish. The coefficients a1 and a2 should
also vanish, leaving only a3 and a7 non-vanishing. Defin-
ing a3 = Γ⊥ and a3 + a7 = Γ‖, we get

Γijkl = a3δilδjk + a7δjkninl (B9)

= δjk
[

Γ‖ninl + Γ⊥(δil − ninl)
]

(B10)
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