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13 Abstract 

14 Rapid expansion of wind and solar capacity in Great Britain presents challenges for managing 
15 electricity systems. One concern is the reduction in system inertia during periods where renewables 
16 provide a high proportion of demand which has led to some networks imposing system non-
17 synchronous penetration limits. However, given the lack of operational data, the relationship between 
18 renewable generation and demand for the full range of meteorological conditions experienced in Great 
19 Britain is poorly understood. This study uses reanalysis datasets to determine the proportion of 
20 demand from renewable generation on an hourly resolution for a 36-year period.

21 The days with highest penetration of renewables tend to be sunny, windy weekend days between May 
22 and September, when there is a significant contribution of both wind and solar generation and demand 
23 is suppressed due to human behaviour. Based on the current distribution of wind and solar capacity, 
24 there is very little curtailment for all system non-synchronous penetration limits considered. However, 
25 as installed capacity of renewables grows the volume of generation curtailed also increases with a 
26 disproportionate volume occurring at weekends. The total volume of curtailment is highly dependent 
27 on ratio of wind and solar capacity, with the current blend close to the optimum level.

28 KEYWORDS: Wind, Solar, Demand, Curtailment, Reanalysis
29

30 1.0 Introduction

31 To meet ambitious carbon reduction targets, global renewable energy deployment has expanded 
32 dramatically, with wind and solar generation significantly outpacing other low carbon energy options 
33 [1]. The preferred renewable technology has been strongly influenced by local climatic conditions. 
34 However a combination of policy incentives and falling costs have seen growing levels of solar 
35 generation accompanying wind, even in high latitude systems where solar was once considered non-
36 favourable due to its relatively modest mean output. This is typified by the UK, which is one of the 
37 global leaders of wind power with an installed capacity of 17.9 GW (as of June 2017) and has 
38 experienced a rapid expansion of solar capacity from only 2.8 GW in 2013 to 12.5 GW in June 2017 
39 [2]. As a result wind and solar now provide approximately 15% of the UK annual electricity 
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40 requirement [3]. However, on shorter time scales the penetration of renewables can be significantly 
41 higher. For example, on Sunday 11th June 2017 wind and solar provided approximately 37% of the 
42 total daily demand (excluding embedded conventional generation), with a peak penetration of 47.0% 
43 occurring for the 30-minute period between 14:00 and 14:30 [4].

44 One strand in a wide range of studies addressing renewable intermittency arises from a concern that 
45 excess renewable generation may need to be curtailed, meaning wasted investment and increased 
46 system costs. It is widely recognised that curtailment could result from system wide renewable excess, 
47 localised network constraints or system security concerns. [5, 6, 7, 8]. A particular security concern 
48 regards the risk to system stability which can arise at less extreme renewable generation levels, now 
49 being reached in certain island and national power systems [9, 10, 11, 12]. Non-synchronous 
50 generation, including most wind and solar installations, does not provide the direct inertia that AC 
51 power systems have conventionally gained from synchronously coupled thermal generating plant. 
52 Without such inertia, stability is reduced and power systems risk rapid, damaging frequency 
53 excursions if supply and demand becomes unexpectedly unbalanced [13]. The implementation of 
54 System Non Synchronous Penetration (SNSP) limits provides one means to control this risk [11], at 
55 the potential expense of increased curtailment.

56 Several System Operators have imposed specific SNSP thresholds [9, 10] but these can be expected to 
57 be raised over time as experience is gained operating with high levels of renewables. There are also 
58 other actions that can be taken to preserve system security, albeit typically with some level of 
59 increased cost. For Great Britain, System Operator (National Grid) has not currently implemented any 
60 specific SNSP limit but is procuring an increasing level of fast acting response services to manage 
61 system stability [14] alongside a variety of other current and future measures to ensure system 
62 operability [15].

63 For Great Britain, given the rapid expansion of both wind and solar capacity, the possible penetrations 
64 of renewables which could occur is unclear as observed data is only available for a relatively short 
65 period of time, during which the capacity has been changing. An understanding of when the high 
66 penetrations occur is also vital for the design of time of use tariffs and demand response and 
67 flexibility provisions. Furthermore, there is need to determine how the penetration of renewables will 
68 be exacerbated in the coming years due to the planned expansion of wind and solar capacity, as 
69 outlined in National Grid’s Future Energy Scenarios [16]. Based on a range of possible scenarios, the 
70 combined solar and wind capacity could increase to between 56.7 GW to 80.1 GW by 2030.

71 The aim of this study is to determine the penetration of renewables over a comprehensive range of 
72 meteorological conditions and scenarios. To achieve this, long term and self-consistent hourly time 
73 series of wind power, solar power and demand are produced from meteorological reanalysis data. The 
74 derived data enables the characteristics of the power system to be determined including (1) the 
75 volume of curtailment for a range of SNSP thresholds (2) when curtailment is likely to occur (in terms 
76 of season and time of day) and (3) how the characteristics of curtailment will change as the capacity 
77 of wind and solar increases, with a particular focus on the impact of the ratio of wind to solar 
78 capacity.

79 2.0 Method 

80 Studies investigating the integration of renewables typically simulate the power system for a range of 
81 penetrations of wind and solar power production and evaluate the impact on the system [17, 18, 19, 
82 20]. One key requirement is a long term dataset in order to capture the wide range of meteorological 



ACCEPTED MANUSCRIPT

3

83 conditions which can affect the system. Recent work has used global reanalysis data to simulate wind 
84 and solar power over a period of over 30 years for specific countries [21, 22, 23, 24]. Such datasets 
85 enable the variability of renewable generation to be quantified for a range of temporal scales. Recent 
86 work combined datasets with demand data to consider the increasing impact of weather on electricity 
87 supply and demand [25, 26].

88 This study uses reanalysis data to derive an hourly time series of GB-aggregated wind and solar 
89 power (based on the current distribution of wind farms and solar panels) and electricity demand for 
90 the period 1980-2015 using well-established methods (each model is described briefly below). The 
91 data used in this study are freely available for download from the University of Reading Research 
92 Data Archive [27]. The hourly proportion of demand provided by renewables, , is determined 𝑅𝐸𝑝𝑟𝑜𝑝

93 using equation 1:

94                               𝑅𝐸𝑝𝑟𝑜𝑝(𝑡) = (𝑊𝑖𝑛𝑑 𝑝𝑜𝑤𝑒𝑟 (𝑡) + 𝑆𝑜𝑙𝑎𝑟 𝑝𝑜𝑤𝑒𝑟 (𝑡)
𝐷𝑒𝑚𝑎𝑛𝑑(𝑡) ) × 100 %                                 (1)

95 The derived time series is then analysed to determine the contribution of renewable generation to 
96 demand for daily and annual averaging periods, and the volume of curtailment. 

97 The level of wind power curtailment is dependent on a number of network constraint factors 
98 including, the transmission, capacity of power lines, maintenance requirements and regional system 
99 requirements [5]. However, in this study curtailment is only dependent on the system’s capability to 

100 safely operate with certain percentage of its generation from non-synchronous generation. A system 
101 non-synchronous penetration limit (SNSP) may be imposed by the TSO to prevent an exceedance of a 
102 certain percentage of total generation by non-synchronous sources at any one time. For each hour in 
103 the time series, if the hourly penetration of wind and solar power exceeds this threshold then the 
104 excess volume of renewable energy is curtailed. This study therefore does not include the imports and 
105 export of electricity via interconnectors in the SNSP calculation. This should be seen as a measure of 
106 system stress, rather than an absolute predictor of discarded renewable generation. In this study, the 
107 SNSP limit is varied from 40% to 100%. 

108 2.1 Wind power model

109 Following the method  of Cannon et al. [21] and Drew et al. [22], an hourly time series of GB-
110 aggregated wind power generation spanning the period 1980–2015 is derived using a reanalysis 
111 dataset (Modern-Era Retrospective Analysis for Research and Applications dataset (MERRA). 
112 MERRA provides hourly gridded wind-speeds at heights of 2 m, 10 m, and 50 m at a resolution of 
113 0.65° x 0.5°. The wind speeds on each level are bi-linearly interpolated horizontally to each wind 
114 farm’s location. The wind speed is then vertically extrapolated to the turbine hub height, assuming a 
115 logarithmic change in wind speed with altitude. The hub-height winds are converted to wind farm 
116 normalised power output using a non-linear transform function (the so-called ‘wind power curve’) and 
117 multiplied by the installed capacity to produce an estimate of power output from the wind farm. 
118 Finally, the power output of each wind farm is summed over all the wind farms in Great Britain to 
119 produce an hourly time-series of GB-aggregated wind power generation. The model has been applied 
120 for the current wind farm distribution in Great Britain (as of June 2017) which has a total capacity of 
121 16.9 GW including 5.7 GW located offshore. A complete description of the methodology – and 
122 extensive discussion of its validation – is provided in Cannon et al. [21].
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123 2.2 Demand model

124 Following the method described in Bloomfield et al. [6], an hourly time series of electricity demand 
125 for Great Britain was derived for the same 36-year period (1980-2015). The model was developed on 
126 a daily resolution using a regression based technique which is then downscaled to an hourly resolution 
127 using a seasonally varying diurnal cycle.

128 The daily mean demand is determined using a multiple linear regression with daily average 
129 meteorological and non-meteorological parameters trained against recorded demand data from 2006-
130 2015. The daily mean 2m temperature from MERRA is spatially averaged over Great Britain and used 
131 to create an effective temperature, which is the meteorological explanatory variable. The model also 
132 takes into account non-meteorological demand drivers, including the weekly cycle of demand, 
133 national holidays and long-term fluctuations due to changes in  GDP, population growth and energy 
134 efficiency. 

135 The daily-mean demand data is downscaled to hourly resolution using a linear combination of four 
136 prescribed seasonal diurnal cycles. For example, the daily-mean demand for 1st December is 
137 downscaled using a 50%-50% weighting of the diurnal curves derived from SON and DJF hourly 
138 data. Full details of the model including the regression coefficients and its validation are given in 
139 Bloomfield et al. [6].

140 2.3 Solar power model 

141 The MERRA reanalysis has also been used to derive an hourly time series of GB-aggregated solar PV 
142 generation based on the current distribution of solar panels (capacity 12.5 GW as of June 2017). This 
143 has been achieved by dividing Great Britain into 9 regions (see Figure 1) and determining the 
144 spatially-averaged, hourly mean global irradiance and air temperature for each region.

145

146 Figure 1 Distribution of solar PV capacity across 9 regions in Great Britain.

147 In each region, the derived hourly irradiance and temperature data have been compared to 
148 observations obtained from Met Office weather stations. In all 9 regions, MERRA tends to 
149 overestimate the irradiance, this result is in agreement with the findings of Boilley and Wald [28] that 
150 reanalyses tend to have too many clear-sky days compared to observations. A quantile-quantile bias 
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151 correction has therefore been applied to the regional irradiance data. For temperature, MERRA 
152 generally provides a good representation of the hourly variability for each region. 

153 The regional data have been combined to produce an hourly GB-mean irradiance,  which is 𝐼𝐺𝐵

154 weighted by the solar capacity in each region, using equation 2

155                                                     𝐼𝐺𝐵(𝑡) =
∑𝑛

𝑖 = 1𝐶𝑖(𝑡) × 𝐼𝑖(𝑡)

∑𝑛
𝑖 = 1𝐶𝑖(𝑡)

                                                 (2)

156 where  is the irradiance (in Wm-2),  is the installed capacity of solar PV of each of the regions 𝐼𝑖 𝐶𝑖

157 (n=9) and t is the time. A similar method has been used to determine an hourly GB-mean temperature, 
158 using equation 3.

159                                                             𝑇𝐺𝐵(𝑡) =
∑𝑛

𝑖 = 1𝐶𝑖(𝑡) × 𝑇𝑖(𝑡)

∑𝑛
𝑖 = 1𝐶𝑖(𝑡)

                                                   (3)

160 where  is the capacity weighted mean air temperature (in °C).𝑇𝐺𝐵

161 For the current distribution, the capacity of each region has been estimated using the feed-in tariff 
162 register which outlines the location of each PV system in GB (receiving subsidy) on a local authority 
163 resolution [29]. The weightings for each region are shown in Figure 1.

164 2.3.1 Multi-linear regression model

165 The hourly mean PV generation is determined using a multiple linear regression technique with the 
166 hourly GB-mean irradiance and temperature trained against PV generation data for a two year period 
167 (2014-2015). The model also includes dummy variables for the time of day and season to take into 
168 account the angle of the sun and panel orientation.

169 The regression model created has the form:

170              𝑃𝑉(𝑡) = 𝛼1 +  𝛼2𝐼𝐺𝐵 (𝑡) + 𝛼3𝑇𝐺𝐵 (𝑡) +
6

∑
𝑘 = 4

∝ 𝑘𝑆𝐸𝐴𝑆𝑂𝑁(𝑡) +
11

∑
𝑖 = 7

∝ 𝑖𝑇𝐼𝑀𝐸(𝑡)          (4)

171 where PV(t) is the GB-aggregated solar capacity factor at time t,. The α’s are regression coefficients. 
172 α2 and α3 correspond to the coefficients for meteorological drivers of solar PV generation; solar 
173 irradiance and temperature. α4 to α11 are coefficients of binary values accounting for the season and 
174 time of day. The magnitude of the derived parameters is given in Table 1. The performance of the 
175 model has been evaluated using observed solar PV generation data for 2016. At an hourly resolution, 
176 the solar model performs well with R2=0.96 (coefficient of determination) and Mean Absolute Error 
177 (MAE) =3.1%. For the daylight hours only, R2=0.94 and MAE=5.6%.

178 Table 1 Solar PV model regression coefficients for the training period 2014-2015. The terms are described as in 
179 equation 4.

Regression 
parameter

Variable Value

α1 Intercept 0.853 
α2 Irradiance 0.093 
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α3 Temperature 0.089 
α4 Season- MAM 0.178
α5 Season- JJA -3.118
α6 Season- SON -0.477
α7 Time 06:00-08:00 0.976
α8 Time 09:00-11:00 2.556
α9 Time 12:00-14:00 0.0
α11 Time 15:00-17:00 0.169
α12 Time 18:00-23:00 -0.718

180

181 3.0 Results 

182 3.1 Daily variability of demand and renewable generation

183 Each day in the 36-year period has been categorised based on the terciles of total renewable 
184 generation (i.e. wind and solar generation) and electricity demand and therefore results in possible 9 
185 modes. This analysis uses the demand data which contains the daily variability. Figure 2 shows the 
186 frequency of occurrence of each grid mode as a function of month averaged across the 36-year period. 
187 The modes associated with high demand predominantly occur in winter, (92% of high demand days 
188 occur between November and March) and those associated with low demand days generally occur in 
189 summer (82% between May and September). However, due to the suppression of demand on 
190 weekends, there are a number of low demand days in all months of the year with the exception of 
191 February. Consequently, the days when the system is categorised as low demand and high renewable 
192 generation can occur throughout the year but predominantly in summer.

193

194 Figure 2 The frequency for which each electricity system mode occurs in each month.

195 Over the 36 years, there are 1057 days classified as low demand and high renewables. Figure 3(a) 
196 shows that approximately 53% of these days occur between June and August when demand is 
197 relatively low due to warmer summer temperatures (therefore reduced demand for heating). During 
198 this period, the events can occur on both weekends and weekdays, but there are a disproportionate 
199 number on the weekend (58.3% weekends and 41.7% weekdays; see Figure 3a). However, the winter 
200 events only occur on weekends when the level of demand is suppressed, particularly on Sundays. 
201 Figure 3(b) shows that the most extreme cases (i.e. when the renewable generation is above the 90th 
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202 percentile and demand is below the 10th percentile) occur predominantly in the transition months 
203 (May and September) when there are relatively high levels of both wind and solar resource and only 
204 on weekends.

205

206 Figure 3 The frequency of high renewable low demand days which occur in each month.(a) Demand <p33.3 and 
207 Renewable generation>p66.6 (b) Demand <p10 and Renewable generation>p90.

208 3.2 Peak renewables penetration day

209 For each year, the day with the highest contribution from renewables has been determined. Across the 
210 36 years, this value varies from 43.9% for the weather conditions in 2001 to 57.2% for the weather 
211 conditions in 2003, with an average value of 48.9% (see Figure 3). Generally this day occurs during 
212 the transition months of spring and autumn (for 17 of the years the peak renewables day occurred in 
213 either April or September). In addition, Figure 4 shows that of the peak renewable days 31 occur on 
214 weekends (20 Sundays) when the demand is low. 

215 The days with high proportions of renewable generation are therefore driven by meteorological 
216 conditions and the day of the week. The aim of this paper is to investigate the highest possible 
217 penetrations of renewables for a comprehensive range of meteorological conditions as recorded over a 
218 36 year period. It is therefore important to account for the fact that cycles of human behaviour- such 
219 as working weeks- are not weather-dependent. The current GB power system may therefore have been 
220 historically fortunate if the meteorological conditions leading to largest wind and solar power 
221 generation have fallen on days with above average demand (i.e. weekdays rather than weekends). To 
222 ensure the highest possible renewable penetrations are observed, an additional demand time-series is 
223 created such that every day is representative of a Sunday (i.e., the day of lowest demand throughout 
224 the week).

225 The peak renewable penetration day for each year has been recalculated using the Sunday equivalent 
226 demand data. This can be considered as the peak renewable day for each year if the same weather 
227 conditions had occurred but happened to fall on a Sunday. Figure 4 shows this leads to an increase in 
228 the peak renewables penetration for all but three years. As a result, there is an increase in the peak 
229 penetration day across the 36 years to 60.8% (experienced in 1996). It is likely that curtailment of 
230 renewable generation would be required on days with these high penetrations of renewables, this is 
231 discussed in the following section.
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232

233 Figure 4 The day with the highest penetration of renewables for each year based on the demand data with the weekly 
234 cycle (black) and the Sunday equivalent demand (blue). The red dots indicate events which did not occur on a 
235 weekend. 

236 3.3 Curtailment

237 The 36 year hourly time series of the penetration of renewables (  from Section 2) has been 𝑅𝐸𝑝𝑟𝑜𝑝

238 analysed to determine the volume of renewable energy curtailed for a range of assumed SNSP limits. 
239 Based on the current capacity of wind and solar, there is very little curtailment for all SNSP limits 
240 considered (see Figure 5a). For example with the lowest SNSP threshold tested of 40%, only 1.5% of 
241 total renewable generation is curtailed – this equates to 955 GWh per year. Of the amount curtailed, a 
242 disproportionate amount (55%) occurs on weekend days due to the reduced demand. As the SNSP 
243 limit increases to 50%, the amount of curtailment decreases to only 0.2% of total renewable 
244 generation or 120 GWh per year with an even higher proportion occurring at the weekend, 77.4%.

245 Over the coming years there will be continued growth in renewables in Great Britain, this section 
246 therefore estimates how the level of curtailment changes as the capacity of wind and solar increases. 
247 Two future scenarios have been considered (see Table 2). For both scenarios it is assumed that the 
248 current ratio of wind to solar capacity remains unchanged (i.e. 43% solar and 57% wind) along with 
249 the spatial distribution of the capacity. In the first scenario, wind and solar contribute an average of 
250 25% of total electricity demand over the 36 year period. To meet this value, the capacity of solar and 
251 wind is required to increase to 15.7 GW and 22.5 GW respectively. For the second scenario, wind and 
252 solar contribute an average of 30% of total electricity demand over the 36 year period corresponding 
253 to the capacity of solar and wind increasing to 18.8 GW and 27.0 GW respectively.

254 Table 2 Details of the two future scenarios.

Proportion of total 
demand (%)

Wind capacity (GW) Solar capacity (GW)

Scenario 1 25 22.5 15.7
Scenario 2 30 27.0 18.8

255

256 Figure 5 (b) and 5 (c) show as the capacity of renewables increases, the volume of renewable 
257 generation curtailed also increases. For scenario 1, with a non-synchronous limit of 50% there is an 
258 average curtailment of 1249 GWh (1.6% of total RE generation) of which 54% occurs on weekends. 
259 In comparison, for scenario 2, there is an average curtailment of 4501 GWh (4.8% of total RE 
260 generation) of which 44% occurs on weekends.
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261

262 Figure 5 The proportion of renewable generation curtailed as a function of non-synchronous penetration limits. (a) 
263 Current distribution of wind and solar capacity (b) Future scenario 1: Renewable generation contributes 25% of 
264 total demand and (c) Future scenario 2.: Renewable generation contributes 30% of total demand.

265 3.3.1 Impact of wind and solar capacity

266 Section 3.3 considered the level of curtailment for future scenarios of renewable capacity assuming a 
267 constant ratio of wind to solar capacity. However, this ratio could change depending on the future 
268 uptake of each of the technologies; therefore this section investigates the volume of curtailment for a 
269 full range of possible ratios of wind to solar capacity. For each ratio, the capacity in wind and solar 
270 has been adjusted to maintain the requisite level of renewable generation as a proportion of demand 
271 over the 36 year period (i.e. 25% of demand for scenario 1 and 30% of demand for scenario 2). Due to 
272 the differences in capacity factor between wind and solar, systems with higher proportion of solar 
273 require higher levels of capacity to maintain the total energy generation. For example, to maintain the 
274 energy requirement for scenario 1, a solar only system requires 80.3 GW of capacity, in comparison to 
275 27.9 GW of capacity for a wind only system.

276

277 Figure 6 The proportion of renewable generation curtailed as a function of the ratio between wind and solar capacity. 
278 Data is shown for two SNSP limits (50% and 75%) and for two future scenarios (a) renewables provide 25% of total 
279 demand and (b) renewables provide 30% of total demand.The dashed line indicates the current ratio between wind 
280 and solar capacity in Great Britain.

281 Figure 6 shows the level of curtailment for two values of the SNSP limit (50% and 75%) as a function 
282 of the proportion of solar capacity. A similar relationship is shown for all of the scenarios considered. 
283 When the renewable capacity is 100% wind (i.e. solar capacity is zero), curtailment is relatively low 
284 though not at its minimum level. For example, for scenario 1 when the SNSP limit is set to 50%, only 
285 4.0% of renewable generation is curtailed. As the proportion of solar capacity increases, the level of 
286 curtailment decreases and reaches a minimum value of 1.5% at a blend of 48% solar and 52% wind. 
287 As the proportion of solar capacity increases further, the level of curtailment increases rapidly and 
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288 peaks at 100% solar with 30.5% of renewable generation curtailed. From the perspective of 
289 minimising the curtailment, the current blend of wind and solar (43% solar) is therefore close to the 
290 optimal level.

291 3.3.2 When does curtailment occur?

292 To understand the relationships shown in Figure 6 it is important to consider when the curtailment 
293 occurs. This section determines the volume of curtailment as a function of time of day and season for 
294 scenario 2 (30% of demand provided by renewables) and a 50% non-synchronous penetration limit. 
295 Figure 7 shows when the curtailment occurs for a renewables capacity of 100% solar, 100% wind and 
296 the current blend (57% wind and 43% solar). For the 100% solar system, as expected the majority of 
297 curtailment occurs in summer (54.5%) and spring (35.1%) with the peak occurring at noon. In 
298 contrast, for the wind only system, the majority of curtailment occurs in autumn (30.8%) and winter 
299 (40.5%) and predominantly overnight (67% occurs between 1800 and 0600) when the demand is 
300 lower. 

301 For the current ratio of wind to solar capacity, the curtailment is approximately evenly split across the 
302 four seasons; DJF=26.5%, MAM=26.3%, JJA=20.2% and SON 27.1%.There are clearly two peaks in 
303 the diurnal pattern of the curtailment. The first during night time which occurs in all seasons (but 
304 mainly in SON and DJF) is driven by wind generation. The second during daylight hours (peaking at 
305 midday), occurs in all seasons but predominantly in spring (MAM) and summer (JJA), which is 
306 driven by a combination of both the wind and solar generation

307

308 Figure 7 The proportion of renewable generation curtailed as a function of time of day. The analysis is based on a 
309 50% SNSP limit and a future scenario with 30% of demand provided by renewables. (a) system with 100% solar 
310 capacity (b) system with 100% wind capacity and (c) system with the current ratio of wind to solar capacity. For each 
311 plot the sum of all hours and seasons is 100%.

312 4.0 Conclusions 

313 In recent years there has been a significant expansion in the capacity of both wind and solar power in 
314 Great Britain. As a result, the system operator is observing days where a high proportion of the 
315 electricity demand is provided by renewables. This has led to concerns regarding system stability due 
316 to reduced levels of inertia. However, for temperate climates like Great Britain with high capacities of 
317 both wind and solar, it is unclear as to when the high penetration events occur. This study has 
318 developed a framework method which allows the characteristics of the national demand and 
319 renewable generation to be examined for a range of scenarios (i.e. changes in wind and solar capacity 
320 and/or the ratio of wind and solar capacity). The results show that long term weather analysis is 
321 essential when considering instantaneous peaks and for putting recent system experience into context, 
322 reinforcing the findings of [6, 23].
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323 System operators are already paying increased attention to high renewable, low demand conditions. 
324 This need will increase in the future and should be planned for. Based on the current capacity of 
325 renewables, the infrequent nature of high penetration events indicates that some level of curtailment 
326 would be the most effective remedy for maintaining system stability. However, more frequent events 
327 occur as the installed capacity of renewables increases (indicated in Figure 4), which would represent 
328 either lost revenue to the generators, or a significant cost to the System Operator given the current 
329 market environment. 

330 For a country like the UK weekends can be particularly challenging, especially Sundays. Across the 
331 36 years investigated, the days with the highest penetration of renewables tend to be sunny, windy 
332 weekend days between May and September. This is when there is a significant contribution of both 
333 wind and solar generation and the demand is suppressed due to human behaviour. For the period of 
334 1980-2015, the daily renewable generation is above the 90th percentile and the daily demand is below 
335 the 10th percentile on only 52 occasions. All of these events are on weekend days (36 on Sundays) 
336 and 54% occur in either May or September.

337 The required system interventions can vary by the time of day and season. The worst case 
338 combination of high renewable generation from sun and wind coinciding with low demand can fall at 
339 any time of year, but has a bimodal nature. For winter, supply surplus is likely to come overnight, 
340 whereas during the summer surplus is most likely to fall at mid-day. This has implications for a 
341 significant body of current research exploring demand response and flexibility provision, not least the 
342 design of time of use tariffs. 

343 The magnitude of the excess energy is highly dependent on the ratio of wind and solar capacity. This 
344 analysis therefore reinforces the merits of a blend of renewables and points to a 'sweet spot' mix of 
345 wind and solar. For Great Britain, the level of excess energy is at a minimum value for a blend of 
346 renewables capacity of 48% solar and 52% wind. In terms of system curtailment, the current system is 
347 therefore close to optimum mix and any future changes to this ratio could have significant 
348 implications. For example, as the capacity of wind continues to grow over the coming years, it creates 
349 an opportunity for the expansion of solar capacity to minimise the impact on the system. For a solar 
350 dominated system, the generation is limited to daylight hours predominantly in the summer months at 
351 which time the demand is relatively low and consequently high levels of curtailment would be 
352 required in these periods. For a wind dominated system, periods of excess energy are driven by wind 
353 generation overnight in winter and autumn months when the demand is low. 
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 Derived long term time series of wind, solar and demand
 Determined hourly proportion of demand from renewables for a 36-year period
 Sunny, windy weekend days have highest penetration of renewables
 Derived volume of curtailment for range of penetration limits
 Volume of curtailment varies with blend of wind and solar capacity


