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Abstract

We propose a new VIX forecast method using GARCH models based on the filtered historical

simulation put forward in Barone-Adesi et al. (2008). The flexible change of measure ac-

commodates for non-normalities such as negative skewness and positive excess kurtosis. We

present an application for four well-established volatility indices (VIX9D, VIX, VIX3M and

VIX6M). Our results show that our proposed estimation method outperforms the Normal-

VIX model of Hao and Zhang (2013) both in-sample and out-of-sample. Furthermore, the

use of volatility indices reduces the computational burden significantly compared to the op-

tions based pricing method.

Key words: GARCH; historical filtered simulation; CBOE volatility index

JEL Classifications: C53, C58, G17

There is substantial empirical research showing that volatility clustering plays an important

role in modelling financial time series, such as equity returns. The Generalized Autore-

gressive Conditional Heteroscedasticity (GARCH) framework introduced by Engle (1982)

and Bollerslev (1986) allows the volatility to be time-varying – initially assuming normally

distributed innovations. However, the non-normality of the return innovations is well doc-

umented in the finance literature since Mandelbrot (1963). Consequently, GARCH models

with non-normal innovations (assuming more flexible distributions such as the student’s t

or the generalised error distribution) gained popularity - see, for example, Bollerslev (1987)

and Nelson (1991). Other approaches can be found in Christoffersen et al. (2006), Stentoft

(2008) and Christoffersen et al. (2009). The recent option pricing literature captures the

non-normalities of returns by employing filtered historical simulation (FHS) as in Barone-

Adesi et al. (2008), where the empirical innovation density is extracted from historical index

returns, and these methods can be used in volatility forecasting. Nonetheless, the estimation
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of such models uses cross-sectional option prices and is computationally intensive.

In this paper, we propose an alternative, faster approach to forecast volatility, which

uses volatility indices information, extending the methodology of Hao and Zhang (2013).

However, our approach is based on not only the 1-month VIX index, but the VIX indices

at all available maturities (9 days, 1 month, 3 months and 6 months), and employs filtered

historical returns. We provide evidence that our approach outperforms the Normal-VIX

model of Hao and Zhang (2013) both in-sample and out-of-sample and leads to a significant

reduction of computational time when compared with the model of Barone-Adesi et al.

(2008).

The traditional way to estimate GARCH parameters is via maximum likelihood esti-

mation (MLE) using equity returns which produces estimates under the physical measure.

Researchers then adjust the estimates to price options as in Bollerslev and Mikkelsen (1996).

In order to price options, non-linear least-squares (NLS), based on option prices, are more

desirable than using historical returns (see, for example, Christoffersen and Jacobs, 2004;

Christoffersen et al., 2013) since option prices contain forward-looking information. However,

as pointed out by Duan and Yeh (2010) and Kanniainen et al. (2014), estimating GARCH

models using a large amount of cross-sections of option data increases the computational

burden.

Several recent papers focus on using VIX index information to estimate GARCH mod-

els. The VIX index, introduced by the Chicago Board Options Exchange (CBOE) in 1993,

reflects investor fear levels and market sentiment on a day-by-day basis, showing the risk-

neutral expected annualised volatility of the S&P 500 over the next 30 days. Therefore, the

risk-neutral GARCH parameters are estimated based on the information provided by the

VIX index. For example, Hao and Zhang (2013) estimate GARCH models by proposing a

joint likelihood function using both returns and the VIX. Their work is carried out under the

locally risk-neutral valuation relationship proposed by Duan (1995). Kanniainen et al. (2014)

suggest that calculating spot volatilities with VIX data, rather than from returns, improves
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the performance of GARCH option pricing. Also, they point out that a joint maximum

likelihood function using returns and the VIX generates better estimates than a maximum

likelihood function based on returns only. Liu et al. (2015) calibrate three different types

of GARCH models on the VIX index of the previous trading day. They show that their

estimates produce reasonable one-day out-of-sample VIX forecasts. Wang et al. (2017) pro-

pose a closed-form formula for pricing VIX futures based on the Heston and Nandi (2000)

GARCH model, where the parameters are estimated using both VIX and VIX futures prices.

Also, several studies use GARCH estimates to forecast VIX as an extended application of

GARCH pricing models; see, for instance, Barone-Adesi et al. (2008) and Byun and Min

(2013). Other related articles include Kambouroudis and McMillan (2016) who consider

VIX as an exogenous variable within a selection of GARCH models, and Huang et al. (2019)

who estimate the extended leverage heterogeneous autoregressive gamma (LHARG) model

of Majewski et al. (2015) using both the VIX term structure and VIX futures.

However, the current literature on GARCH option pricing using CBOE VIX considers

only normally distributed returns. In the approach presented in this paper we not only use

filtered historical innovations, but also four volatility indices to estimate GARCH models.

Following Barone-Adesi et al. (2008), we allow the volatility parameters to be different under

the physical and risk-neutral measures. Byun and Min (2013) point out that using the same

values for the one-day-ahead conditional volatility under both measures, as in Barone-Adesi

et al. (2008), will lead to poor empirical performance. Therefore, in this paper, we consider

the volatility processes to be different under the two measures. Instead of using cross-

sectional option prices leading to time-consuming estimations, our estimation is based on

VIX data that reduces estimation time significantly. This is in line with Kanniainen et al.

(2014) who point out that the joint estimation with returns and VIX saves computational

time, especially for non-affine GARCH models, which do not have closed-form solutions of

option prices. We compare the forecasting performance of our proposed model with the

Normal-VIX model of Hao and Zhang (2013). Also, we compare our model with the FHS-
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options model of Barone-Adesi et al. (2008) from a computational burden perspective.

To our knowledge, this is the first study in which the four well-established VIX indices are

used in volatility modelling based on GARCH. As such, from a VIX forecasting perspective,

our method improves on the traditional GARCH models in three different ways. First,

the empirical distribution of innovations captures excess skewness, kurtosis, and other non-

normal features of return data. Second, the flexible change of measure (different parameters

for the risk-neutral and physical volatility processes) induces better pricing performance

both in-sample and out-of-sample. Third, we consider forward-looking information in our

estimation, but instead of option prices we use the CBOE volatility indices (VIX9D, VIX,

VIX3M and VIX6M) in order to significantly reduce computational time when compared to

the FHS-options method of Barone-Adesi et al. (2008).

The remainder of the paper is organized as follows. Section 1 presents the new estimation

method that uses the filtered historical simulation and the CBOE volatility indices. Section

2 provides the empirical results and analysis, and Section 3 concludes the study.

1 The models

In this section, we introduce the different GARCH model estimations we investigate in this

study. We first discuss two competing approaches: the model of Barone-Adesi et al. (2008)

(the FHS-options method, hereafter) and the one of Hao and Zhang (2013) (the Normal-

VIX method, hereafter). The FHS-options method is used to estimate model parameters

assuming non-normal innovations and uses option prices, while the Normal-VIX method

combines normal innovations with the CBOE VIX information. Subsequently, motivated

by the benchmark models, we propose a new approach to estimate GARCH models using

non-normal innovations and volatility indices. To show the relationship between the daily

conditional variance and the volatility indices, we explain the CBOE volatility indices in a
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discrete-time setting.

1.1 The FHS-options method

It is a well-established fact that returns have fat left tails, which refers to negative skewness

and leptokurtosis. Barone-Adesi et al. (2008) employ the filtered historical simulation to

accommodate for these nonstandard features of the return innovations by using the empirical

innovation density. Also, they use the GJR GARCH model of Glosten et al. (1993) (GJR,

hereafter) to account for the leverage effect, i.e., negative returns having more impact on the

volatility than positive returns.

Barone-Adesi et al. (2008) assume that in each period under the physical measure the

asset return is assumed to follow the asymmetric GJR model below:

ln(St/St−1) = µ+ εt, εt = σtzt

σ2
t = ω + αε2t−1 + βσ2

t−1 + γIt−1ε
2
t−1,

(1)

where

It−1 =


1, εt−1 < 0

0, εt−1 ≥ 0.

St is the stock price at time t, µ is the expected return, and σ2
t is the conditional variance

of the log returns ln(St/St−1), where zt | Ft−1 ∼ F (0, 1), and Ft is the information set up to

time t. F is some unknown distribution function with zero mean and unit variance, which we

estimate using the empirical distribution function. γ > 0 captures the asymmetric response

of volatility to positive and negative returns.

On the other hand, under the risk-neutral measure the stock process is assumed to follow:

ln(Si/Si−1) = µ∗ + εi, εi = σizi

σ2
i = ω∗ + α∗ε2i−1 + β∗σ2

i−1 + γ∗Ii−1ε
2
i−1,

(2)
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The notation used is the same as in Barone-Adesi et al. (2008): µ∗ is the risk-neutral drift

which ensures that the expected stock return equals the risk-free rate, and zi is assumed to

follow the same distribution function F (0, 1) as under the physical measure for i > t. Under

the risk-neutral measure the volatility dynamics also follow an asymmetric GJR process.

Differently from the traditional GARCH estimation procedure which specifies the change of

probability measure from P to Q, this method directly calibrates a new set of risk-neutral

parameters using S&P 500 index options.

1.2 The Normal-VIX method

Hao and Zhang (2013) pioneer using the information of CBOE VIX to GARCH model

estimation. They calculate the squared VIX as a risk-neutral expectation of the arithmetic

average variance over the next 21 trading days under Duan (1995)’s locally risk-neutral

valuation relationship (LRNVR) framework1. The estimation is then carried out within a

set of GARCH model specifications using both the returns and the VIX. The GJR model

defined under the LRNVR is2

Physical measure: ln(St/St−1) = rt + λσt −
1

2
σ2
t + εt, εt = σtzt

σ2
t = ω + αε2t−1 + βσ2

t−1 + γIt−1ε
2
t−1

Risk-neutral measure: ln(St/St−1) = rt −
1

2
σ2
t + ξt, ξt = σtzt

σ2
t = ω + α(ξt−1 − λσt−1)2 + βσ2

t−1 + γIt−1(ξt−1 − λσt−1)2

(3)

where rt is the risk-free rate at time t, λ is the risk premium, zt | Ft−1 ∼ N(0, 1), and

{ω, α, β, γ} are the GJR parameters.

The implied VIX at time t is a linear function of the conditional variance in the next

period under the LRNVR:

V ixt = A+Bσ2
t+1, (4)
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where

V ixt = (VIXt/100)2/252,

A =
ω

1− η
(1−B),

B =
1− ηn

n(1− η)
,

η = α(1 + λ2) + β + γS.

(5)

If zt = ξt/σt follows i.i.d.N(0, 1), then S = [ λ√
2π
e−

λ2

2 + (1 +λ2)N(λ)]. Hao and Zhang (2013)

propose a joint log-likelihood estimation using the CBOE VIX and the returns.

1.3 CBOE volatility indices

In this section, we briefly describe the CBOE volatility indices which measure the market

expectation of volatility implied from option prices. The CBOE VIX, the first introduced

volatility index, is often referred to as the ”market fear gauge” (see Whaley, 2009). Since its

creation, it has become the standard measure of volatility risk for practitioners. Nowadays,

the investors are able to trade volatility via VIX derivatives as the VIX itself is not a tradable

asset (see Menćıa and Sentana, 2013). This paper focuses on volatility indices calculated

from S&P 500 options data, i.e., VIX, the CBOE short-term volatility index (VIX9D), the

CBOE 3-month volatility index (VIX3M) and the CBOE mid-term volatility index (VIX6M).

According to Carr and Madan (1998) and Demeterfi et al. (1999), the VIX index is

calculated from out-of-the-money (OTM) S&P 500 index options (put and call) using the

formula3,

σ2 =
2

T

∑
i

4Ki

K2
i

eRTQ(Ki)−
1

T
[
F

K0

− 1]2, (6)

where T is 30 days, F denotes the implied forward index level derived from index option

prices by using the put-call parity. Ki is the strike price of the ith OTM option, 4Ki is the

interval between strike prices, and K0 is the first strike that is below the forward index level
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F . Q(Ki) is the midpoint of the bid-ask spread of each option with strike Ki. Then VIX is

defined as σ × 100. VIX2 represents the S&P 500 30-day variance swap rate. This can be

interpreted as the expectation of the integrated variance of the following 30 days under the

risk-neutral measure. Formally, in a discrete-time setting, at time t we have:

VIXt = 100 ∗

√√√√ τ

T
∗

30∑
k=1

EQ[σ2
t+k | ψt]. (7)

where EQ[·] is the expectation under the risk-neutral measure. When applying the calendar

day count convention, τ = 365 is the annualising parameter and T = 30 is the number of

calendar days in a month.4 Then, VIX9D, VIX3M and VIX6M are calculated in a similar

way to VIX, except that the VIX represents a constant 30 calendar days ahead volatility,

whereas VIX9D, VIX3M and VIX6M measure the implied volatility of the S&P 500 options

for the next nine days, three months and six months, respectively.

1.4 The FHS-VI method

In this section, we propose a new approach to estimate GARCH models using the filtered

historical returns and volatility indices; we investigate three different GARCH models. We

employ the classic GARCH(1,1) model of Bollerslev (1986) (GARCH, hereafter), the non-

linear asymmetric GARCH model of Engle and Ng (1993) (NAGARCH, hereafter) and the

GJR model by Glosten et al. (1993) in order to capture the leverage effect.

The specification of asset returns is the same in all three models we investigate. Under

the physical measure P, the logarithm of returns follows the dynamic:

ln(St/St−1) = µt − κt + εt, εt = σtzt (8)

where St is the stock price at time t, µt is the expected return, σt is the conditional volatility

of the log return ln(St/St−1), zt | Ft−1 ∼ F (0, 1), Ft−1 is the information set up to time
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t− 1. F is some unknown distribution function with zero mean and unit variance, where we

estimate using the empirical distribution function. κt is the mean correction factor defined

as:

κt = ln(Et−1[exp{εt}]) (9)

We have:

Et−1[St/St−1] = Et−1[exp{µt − κt + εt}] = exp{µt}. (10)

Motivated by Christoffersen and Jacobs (2004), the conditional variance dynamics of the

three GARCH models are nested in the general form below:

σ2
t = ω + βσ2

t−1 + g(εt−1) (11)

The different GARCH models have different expressions for the innovation function g :

GARCH: g(εt−1) = αε2t−1

NAGARCH: g(εt−1) = α(εt−1 − θσt−1)2

GJR: g(εt−1) = [α + γI(εt−1 < 0)]ε2t−1

(12)

For the NAGARCH and GJR models, a positive θ and γ ensure an asymmetric response of

the volatility to positive and negative returns.

When assuming that the return innovations are normally distributed, the GARCH models

are often estimated by the maximum likelihood estimation (MLE) method. Bollerslev and

Wooldridge (1992) demonstrate that this method yields consistent estimates, even when the

normality assumption is violated. The estimation procedure is then called quasi-maximum

likelihood estimation (QMLE). Under the physical measure, we perform QMLE using the

historical log-returns {Rt = ln(St/St−1); t = 1, 2, ..., n}. The estimates are obtained by
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maximising the following log-likelihood function for the GARCH models in equation (11):

lnLR = −n
2

ln(2π)− 1

2

n∑
t=1

{
ln(σ2

t ) +
(Rt − µt + κt)

2

σ2
t

}
(13)

Given the estimates, the spot variance σ2
t is updated according to the return dynamics.

Under the risk-neutral measure we have that:

ln(St/St−1) = rt − κ∗t + ε∗t , ε∗t = σ∗t z
∗
t (14)

where rt is the risk-free rate at time t which is same as in the LRNVR framework of equation

(3), and κ∗t is the mean correction factor under the risk-neutral measure:

κ∗t = ln(Et−1[exp{ε∗t}]) (15)

so that

Et−1[St/St−1] = Et−1[exp{rt − κ∗t + ε∗t}] = exp{rt}. (16)

The conditional variance dynamics are as follows:

σ∗2t = ω∗ + β∗σ∗2t−1 + g∗(ε∗t−1) (17)

where for the different models we have:

GARCH: g∗(ε∗t−1) = α∗ε∗2t−1

NAGARCH: g∗(ε∗t−1) = α∗(ε∗t−1 − θ∗σ∗t−1)2

GJR: g∗(ε∗t−1) = [α∗ + γ∗I(ε∗t−1 < 0)]ε∗2t−1.

(18)

To distinguish from the spot variance under the physical measure σ2
t , the risk-neutral

variance is denoted by σ∗2t . Whilst Barone-Adesi et al. (2008) assume that the spot variance

is the same under the physical and risk-neutral measures, Byun and Min (2013) show that a
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model provides more accurate pricing performance by allowing the risk-neutral spot variance

to be different from the physical one. Also, Kanniainen et al. (2014) demonstrate that

extracting the spot volatility from the VIX index can improve on the model’s performance

compared with calculating spot volatility using the series of the underlying asset returns. The

difference is driven by the conditional skewness and excess kurtosis as shown in Christoffersen

et al. (2009). For a given predetermined sequence {νt}, they define the Radon-Nikodym

derivative as follows:

dQ

dP
| Ft = exp

(
−

t∑
i=1

(νiεi + Ψi(νi))

)
(19)

where Ft is the information set up to time t, Ψt(u) is the logarithm of the moment generating

function:

Et−1[exp(−uεt)] ≡ exp(Ψt(u)). (20)

The mean correction factor κt in equation (8) thus can be viewed as Ψt(−1). The authors

then demonstrate the existence of an equivalent martingale measure and show that:

σ∗2t ≈ σ2
t − skewtσ3

t νt +
kurtt

2
σ4
t ν

2
t (21)

where νt is an approximation of the modified Sharpe ratio:

νt ≈
µt − rt
σ2
t

+
1

2
− κt
σ2
t

(22)

Therefore, with a negative skewness and positive excess kurtosis, the risk-neutral conditional

variance is greater than the conditional variance under the physical measure5. In this paper,

we allow σ∗2t to be different from σ2
t by estimating the risk-neutral spot variance σ∗2t from

the information on the volatility index.

Moreover, inspired by Barone-Adesi et al. (2008), we do not specify the change of prob-

ability measure from P to Q. Instead, a new set of risk-neutral parameters are calibrated

by using information on the CBOE volatility indices directly.6 Since the distribution of
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the future return innovations cannot be derived analytically, Monte Carlo simulations are

used in the computation of the GARCH conditional variance. Estimates are then found by

minimising the mean squared error between the prices given by the model and the market

prices. The estimation process is discussed in the next section.

1.5 Estimation using the FHS-VI method

This section introduces a new approach to calibrate the GARCH models to the information

provided by the volatility indices. The calibration is based on the filtered historical simu-

lation method introduced by Barone-Adesi et al. (2008). They estimate the GJR model by

minimising the errors between the simulated option prices and the S&P 500 option prices.

To ensure better pricing performance, they calibrate the GJR model to option prices of a

large sample size of three years, i.e., 29,211 OTM call and put options in total. This requires

intensive computation and is time-consuming. Hao and Zhang (2013) and Kanniainen et al.

(2014) show that using information on CBOE VIX can improve the pricing performance of

GARCH models whilst avoiding costly computations. Here we propose a new extension,

calibrating model parameters assuming filtered historical returns and using CBOE volatility

indices, which reduces the computational burden significantly.

The estimation procedure is:

1. Under the physical measure, the GARCH models are estimated on each Wednesday

which is least likely to be a holiday or affected by the weekend effect. The GARCH

parameters {ω, α, β, (γ), (θ)} are estimated by maximising the log-likelihood function

in equation (13) with 3,500 historical returns.7 Thus, the return innovations {ẑt} are

acquired.

2. Under the risk-neutral measure, a daily variance series is simulated for the next 6

months using the variance dynamics of equation (17). The GARCH parameters are

initialized with {ω̂, α̂, β̂, (γ̂), (θ̂)} which are the model estimates obtained under the
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physical measure in the step 1. The spot variance here is an unknown parameter

in the calibration procedure8. The conditional variance of the following 6 months

{σ∗2t+1, σ
∗2
t+2..., σ

∗2
t+126}9 are then updated by each day drawing an observation from the

past innovations of {ẑt}.

3. N simulated sample paths are generated by repeating the procedure in step 2. The

expectation of the risk-neutral conditional variance for the following ith day can be

computed as: EQ
t [σ2

t+i] = 1
N

∑N
n=1 σ

∗(n)
t+i , where σ

∗(n)
t+i is the simulated conditional vari-

ance at time t+i in the nth sample path and N is the total number of simulated paths.

In this paper, we use N = 50, 000 paths10.

4. According to the definition of VIX and equation (7), the GARCH model implied VIX

(model VIX, hereafter) under the trading day count convention can be calculated as:

VIXmodel
t = 100 ∗

√√√√252

22
∗

22∑
i=1

EQ
t [σ∗2t+i] (23)

Similarly:

VIX9Dmodel
t = 100 ∗

√√√√252

7
∗

7∑
i=1

EQ
t [σ∗2t+i] (24)

VIX3Mmodel
t = 100 ∗

√√√√252

63
∗

63∑
i=1

EQ
t [σ∗2t+i] (25)

VIX6Mmodel
t = 100 ∗

√√√√252

126
∗

126∑
i=1

EQ
t [σ∗2t+i] (26)

5. The optimisation is then achieved by minimising the root mean square error (RMSE)

between the model volatility index and the market volatility index:

√√√√ 4∑
k=1

[
wk ∗

(
VI(k)market − VI(k)model

)2]
(27)
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with VI(k)market denoting the market prices of VIX, VIX9D, VIX3M and VIX6M, re-

spectively, VI(k)model standing for the GARCH model implied volatility index produced

in step 4, and here we use wk = 0.25 representing equal weights for each index.

1.6 Model evaluation

To measure the quality of fit for the pricing models in-sample, we calculate several measures:

the mean of absolute errors (MAE) and the root mean squared error (RMSE). These are

defined as:

MAE =
1

N

N∑
i=1

4∑
k=1

[
wk ∗ |VI(k)marketi − VI(k)modeli |

]
(28)

RMSE =

√√√√ 1

N

N∑
i=1

4∑
k=1

[
wk ∗

(
VI

(k)market
i − VI(k)modeli

)2]
(29)

where wk = 0.25 is the weight of each index assuming equal weighting, N is the number

of total observations in a year, VI
(k)market
i and VI

(k)model
i refer to the market price and the

model price of different volatility indices, respectively.

We use four different volatility indices to estimate the models, while the benchmark

model only uses the VIX index. Minimising the errors between the market prices and model

prices will place a greater weight on the volatility index with a higher value. Therefore, we

also report the MAE in relative terms (MAE%), i.e., the percentage of MAE compared to

the average market price; and the RMSE in relative terms (RMSE%), i.e., the percentage of

RMSE compared to the average market price.

Patton (2011) recommends the use of two loss functions, i.e., MSE and QLIKE, as these

are the only ones that are robust to noise in the volatility proxy. Hence, we also report
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QLIKE values, which are defined as (we use wk = 0.25):

QLIKE =
1

N

N∑
i=1

4∑
k=1

[
wk ∗

(
VI

(k)market
i

2

VI
(k)model
i

2 − log(
VI

(k)market
i

2

VI
(k)model
i

2 )− 1

)]
. (30)

To compare our approach with the Normal-VIX model, we also assess the out-of-sample

pricing performance in the following way: for each Wednesday in our sample period, the

in-sample parameter estimates from Section 2.2 are used to forecast the VIX index for the

following Wednesday. For out-of-sample comparison, we use the mean squared error (MSE)

to evaluate the forecasting accuracy of six GARCH models, as follows:

MSE =
1

N

N∑
i=1

(
VIXmodel

i − VIXmarket
i

)2

(31)

where VIXmodel
i is the one week ahead VIX produced by the models, and VIXmarket

i is the

corresponding market price of the CBOE VIX.

Smaller forecasting errors indicate the predictive superiority of a given model. However,

one may want to know whether a model has statistically significant superior forecasting

ability. To address this, we use the approach proposed by Diebold and Mariano (1995) to

test the equal accuracy of two different forecasting models. Since we estimate our models on

a finite window of data, in our case, the DM test coincides with the test of Giacomini and

White (2006), which applies to nested models. The two sets of forecast errors are defined as

e1,t and e2,t, respectively. The function g(·) is a loss function which typically is the squared

error loss, i.e., e21,t and e22,t or absolute error loss |e1,t| and |e2,t|. Then the loss differential

between the two forecasts is dt = g(e1,t) − g(e2,t). Therefore, the null hypothesis of equal

forecast accuracy can be expressed as on expectation of zero for the loss differential E[dt] = 0.

Under fairly weak conditions, the DM test statistic:

DM =
d̄√

2πf̂d(0)/T
(32)
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has an asymptotic standard normal distribution under the null hypothesis, where d̄ is the

sample mean of the loss differential d̄ = 1
T

∑T
t=1 dt and 2πf̂d(0) is a consistent estimator of

the asymptotic variance of
√
T d̂. In this paper, the DM test is calculated based on the MSE

of the different GARCH models.

The DM test is only used for pairwise testing of two models. In order to test whether a

particular forecasting model significantly outperforms a set of competing models, we employ

the superior predictive ability (SPA) test proposed by Hansen (2005). This test uses the loss

differential defined as dk,t = g(e0,t)−g(ek,t), where g(e0,t) and g(ek,t) are the values of the loss

function g(·) at time t for the base model and m competing models, for k = 1, 2, ...,m. The

null hypothesis that the base model is not outperformed by its competitors can be written

as max
k=1,...,m

E[dk,t] ≤ 0. Then the statistic for the SPA test is calculated as:

T SPA = max
k=1,...,m

n1/2d̄k
ω̂k

(33)

where d̄k is the sample mean of the loss function for model k, d̄k = 1
T

∑T
t=1 dk,t and ω̂2

k is

a consistent estimator of ω2
k = var(n1/2d̄k). The distribution and the p-value of T SPA can

be obtained by using a stationary bootstrap procedure as in Hansen (2005). The higher the

p-value, the less likely that the null hypothesis is rejected, which means that the base model

has superior forecasting ability compared to the set of competing models.

2 Empirical analysis

2.1 Data

The CBOE volatility indices used in this paper are the VIX, VIX9D, VIX3M and VIX6M,

downloaded from the CBOE website. Since the VIX9D data is available from 2 January 2011,

our sample data is from 2 January 2011 to 29 December 2017.11 The VIX information for
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the same period is also used to estimate the Normal-VIX model. The three months Treasury

bill rate is used as the risk-free rate which is downloaded from the U.S. Department of

Treasury website. In addition, to compare our approach with the FHS-options method, we

use European options on the S&P 500 index from 2 January 2002 to 30 December 2017,

downloaded from OptionMetrics.12

Figure 1 shows the dynamics of the four CBOE volatility indices during the sample

period. We observe that the four indices experience the same pattern of fluctuations, i.e.,

a sharp increase and then drop in 2011-2012 and 2015-2016. Furthermore, for most of the

days in the sample, VIX6M has the highest values while VIX9D has the lowest values among

the indices. The difference in the price pattern can be explained as longer maturity means

more volatility due to the uncertainty in the future.

2.2 In-sample model comparison

In this section, we carry out the estimation of the different GARCH models using different

methods described in Section 1. Then we compare the in-sample performance of the GARCH,

GJR and NAGARCH models under the FHS-VI and the Normal-VIX frameworks.

We first discuss the estimation results of the GARCH models using different methods.

Table 1 reports the statistics (mean and standard deviation) of the parameter estimates

obtained using volatility indices-, options- and VIX-based estimation procedures, i.e., FHS-

VI, FHS-options and Normal-VIX, for the year 2017. For the GJR and NAGARCH models,

estimates of γ and θ larger than zero show that negative returns affect the conditional

variance more than positive returns, i.e. evidence of leverage effect. The table also presents

the annualised volatilities implied by the models. The difference between the annualised

conditional volatilities under physical and risk-neutral measures captures the volatility risk

premium (VRP). When VRP is negative, i.e., the risk-neutral volatility is higher than the

physical volatility, then investors demand a premium to bear the risks in future realised

volatilities. This finding is in line with a number of empirical studies documenting a negative
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VRP, including Carr and Wu (2009), Bollerslev et al. (2011) and Bekaert and Hoerova (2014).

To evaluate how well the different models estimate the volatility process, Table 2 re-

ports the in-sample pricing errors. By looking at the pricing errors by years, the FHS-VI

method outperforms the Normal-VIX method in fitting the volatility indices, regardless of

the model or the measurement of fit. This is not surprising as the FHS-VI method employs

the empirical innovation distribution and the flexible change of measure, which enhance the

model’s flexibility to fit the volatility indices. Notably, the GJR model under the FHS-VI

framework yields the best results across the models considering the pricing errors over the

years. Following Hao and Zhang (2013), we test whether the pricing errors have zero mean

and in the last column for each model of Table 2 we present the p-values of this t-test. Con-

sistent with Hao and Zhang (2013), the model prices implied by the Normal-VIX method

are significantly different from the market prices for all three GARCH models we investigate.

A visual presentation of the fit of the different GARCH models to the CBOE VIX, using

different estimation methods, can be found in the Supplementary Appendix. This is largely

similar to Figure 2, which shows the out-of-sample VIX forecasts for different models.

2.3 Out-of-sample model comparison

To test how the FHS-VI method fits the volatility indices out-of-sample, we generate one-

week-ahead volatility forecasts of the GARCH models using different estimation methods.

Table 3 shows the out-of-sample pricing errors using the various measures. Importantly, the

out-of-sample results confirm that across the years the FHS-VI method has smaller pricing

errors than the Normal-VIX method.

To offer a fair comparison of the two methods (FHS-VI and Normal-VIX), Table 4 sum-

marises the forecast mean squared errors based only on the CBOE VIX. In all the years

considered, the NAGARCH model estimated using the FHS-VI method dominates. To de-

termine whether the forecasts produced by the two different methods have a statistically

significant difference, we also present the values of the DM test statistics in Panel A of Table
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4 (denoted by DM1 in the table). In 5 out of 7 years, the GARCH model based on the

FHS-VI method has negative DM statistics, which indicates that it generate smaller aver-

age MSE than the GARCH model based on the Normal-VIX method. Both the GJR and

NAGARCH models that use FHS-VI produce lower average MSE than the corresponding

models based on the Normal-VIX method for all the years. Surprisingly, for the year 2014,

none of the models that use the FHS-VI method produces more accurate forecasts than those

based on the Normal-VIX method. For the year 2017, only the NAGARCH model based on

the FHS-VI outperforms its counterpart.

Interestingly, instead of the GJR model that proved superior in the in-sample period,

the NAGARCH model has in general the smallest out-of-sample pricing errors. Panel A of

Table 4 also considers the NAGARCH model based on the FHS-VI method as the benchmark

model (denoted by DM2). All the DM2 statistics reported in Panel A are positive, indicating

that the benchmark model has smaller average MSE values than the other models for all

the years. Under the FHS-VI framework, the other two models, i.e., the GARCH and the

GJR models, are not significantly different from the NAGARCH in their ability to produce

VIX forecasts considering the yearly results. However, when comparing different estimation

methods, the NAGARCH model that uses the FHS-VI method outperforms the models that

use the Normal-VIX method.

In Table 5, we report the p-values of the SPA test with the null hypothesis that the

benchmark model is not inferior to the other models. We consider each model as a benchmark

model whilst the other five models are the competing models. The results in Panel A and

Panel B of Table 5 show that for both MSE and QLIKE loss functions, the NAGARCH model

has p-values equal to 1 for all the years. Therefore, we can not reject the null hypothesis

that the NAGARCH model based on FHS-VI is superior to any of the alternatives. This is

in line with our conclusions drawing from the DM test.

As shown in Figure 2, the models that use the FHS-VI method outperform the models

based on the Normal-VIX method, especially when there is a big change in prices. Im-
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portantly, in terms of the VIX forecast performance, the NAGARCH model that uses the

FHS-VI method is superior to all the other models.13

2.4 Computational time

The estimation is performed on a desktop with Intel i7 processor with a frequency of 3.2GHz

and 16 GB of RAM. For the year 2017, which means estimation over 52 weeks’ estimation

(with weekly re-estimations), the running time to calibrate once based on 373,377 option

prices is 149 min when using the FHS-options method. On the other hand, the running time

for estimation over 52 weeks (still with weekly re-estimations) to calibrate once based on the

GJR model is 20.8 min by using the information on VIX indices, i.e., the FHS-VI method.

The total running time has little difference among GARCH, GJR and NAGARCH models

when using the FHS-VI method, which is consistent with Kanniainen et al. (2014).

During the optimisation procedure, a grid search is performed for the initial values,

which results in as many as 1000 iterations, and the estimation time depends on the grid

size. Therefore, the estimation with the option-price-based FHS-options method, assuming

100 iterations, takes up to 4.8 h for a single week. The parameter calibration for the FHS-VI

GJR model, based on the volatility indices, for one week and 100 iterations, is significantly

faster at 40 min, which is a reduction of more than 86% in computational time compared to

the FHS-options method.

3 Robustness checks

This section presents additional results, with respect to four different robustness checks we

perform. First, we extend our analysis by using different forecasting horizons. Second, we

consider alternative weights in the optimisation function given in equation (27), in order

to adjust for the imbalance of the maturity weights caused by the equal weights given to

21



the volatility indices. Third, we calculate pricing error statistics using different weighting

approaches applied to the pricing errors of different volatility indices. Fourth, we present

the robustness of our findings when computing the results using three indices only, which

allows us to extend our sample period to include the 2008 financial crisis.

3.1 Alternative time horizons

Our previous findings show that the FHS-VI method significantly outperforms the Normal-

VIX method for each model specification when forecasting VIX one-week-ahead (h = 5).

In this section, we extend our analysis and report results for one-day-ahead (h = 1) and

four-week-ahead (h = 20) VIX forecasts. To show the robustness of our results, we report

both the DM test and SPA test implications for the three forecast horizons given above.

Panel B of Table 4 reports the DM test statistics using MSE for one-day-ahead, one-week-

ahead and four-week-ahead VIX forecasting, respectively. Instead of the yearly analysis in

Section 2, we only compare the model performance of the overall sample period, i.e., 2011-

2017. The DM1 statistics denote the DM statistics comparing the GARCH models that use

the FHS-VI method with their counterparts that use the Normal-VIX method. For one-day-

ahead and one-week-ahead forecasts, the difference in forecasting performance is significantly

different from zero when using the two methods. For the longer horizon forecasts, i.e., four-

week-ahead forecasts, we can reject the null hypothesis of equal forecast accuracy of the two

methods only for the NAGARCH model. The negative DM statistics indicate that all the

models based on the FHS-VI approach, except for four-week-ahead forecasts of the GJR

model, generate smaller average MSE than their counterparts based on the Normal-VIX

method. Consistent with the test criteria in Section 2, the DM2 statistic in Panel B presents

the out-of-sample forecast performance of the models when considering the NAGARCH

based on the FHS-VI method as the benchmark model. The DM test statistics show that

the NAGARCH model based on the FHS-VI method outperforms all the other models for

weekly and monthly forecast horizons. For one-day-ahead forecasts, the NAGARCH model
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based on the FHS-VI method is found to have a superior predictive ability compared with

the models that use the Normal-VIX method. On the other hand, the difference in average

MSE loss favours the GJR model that uses the FHS-VI method for daily forecasts, though

the difference is not statistically significant.

Panel C and Panel D of Table 5 present results on the SPA test based on forecasts for

different horizons. For each model, the remaining five models are treated as competing

models. As discussed above, p-values close to 1 indicate that we can not reject the null

hypothesis of the benchmark model being superior to the other models. Both panels show

evidence of a similar pattern of forecast ability: the NAGARCH model based on FHS-VI

is found to be superior to all the other models for long-term volatility forecasts (h = 5

and h = 20), while the GJR model based on the FHS-VI method outperforms all the other

models for short-run volatility forecasts.

3.2 Alternative weights used in the optimisation function

In Section 2, we assume each volatility index has the same weight in the optimisation function

of equation (27). This weighting, however, places too much weight on the nearby risk-neutral

volatilities. The volatilities of the first 7 days are included in all four indices, the volatilities

of the first 22 days are included in three indices and so on. In this section, we consider weights

in equation (27) that avoid this increased reliance on nearby maturities, and instead consider

a set of index weights that would align the weights of the different volatility maturities. The

adjusted RMSE is computed as in equation (27), but with modified weights wk calculated as

follows: the four indices involve the risk-neutral volatilities of the next 126 days; we divide

this into four periods according to the time horizons embedded in the volatility index. Period

1 includes the first 7 days, period 2 consists of day 8 to 22, period 3 is day 23 to 63, and

period 4 is day 64 to day 126. If we use equation (27) with equal index weights wk, the

actual weights of the periods are 0.375, 0.25, 0.25 and 0.125, respectively. In this section

we modify the weights of the volatility indices so that each period has the same weight; the
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modified weights of the volatility indices are then w1 = 0.125, w2 = 0.25, w3 = 0.125 and

w4 = 0.5.

The right panels of Table 6 and Table 7 report the in-sample and out-of-sample pricing

errors using modified weights in the optimisation function. The results are consistent with

our earlier findings: the GJR model has the lowest pricing errors for most of the years in-

sample, and, on the other hand, for the out-of-sample comparison, the NAGARCH model

generates the smallest pricing errors in most cases. Notably, using the modified weights

optimisation, both in-sample and out-of-sample pricing errors obtained with the FHS-VI

method are lower than the pricing errors based on the Normal-VIX method, reported in

Table 2 and Table 3.

3.3 Alternative weights used in the loss functions

In this section, we discuss the pricing error statistics based on modified weights for the

volatility index in the loss functions - noting that our earlier results are based on equal

weighting in equations (28) and (29). First, we modify the weights in the loss function to

remove the increased reliance on the nearby volatilities, as in the previous section (we call

this approach time-weighting). Second, we consider the loss functions in which the weights

are proportional to the value of the volatility index (value-weighting). The loss functions are

computed as in equation (28) and (29), but using non-equal weights. As such, we have two

sets of alternative weights: wk can be computed using the calculation detailed in Section

3.2, which equalises the effects of the different volatility maturities; or the weights can be

considered to be proportional with the market values of the indices. The results based on the

modified weights as above are reported in the left panel of Table 6 for in-sample comparison,

and in Table 7 for out-of-sample comparison. Both sets of results are very similar to our

findings based on the equally-weighted loss functions, i.e., the GJR model based on the

FHS-VI method has the smallest pricing errors in-sample and the NAGARCH model that

uses FHS-VI has the lowest pricing errors out-of-sample.
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3.4 Results based on three indices only

As mentioned in Section 2.1, our sample starts on 2 January 2011 due to the data availability

of the VIX9D index. In this section, the estimation is carried out based on three indices

only (VIX, VIX3m and VIX6m). This allows us to extend our sample with 3 additional

years, starting on 7 January 2008, which is the starting date of VIX6M, with the added

bonus that the financial crisis of 2008 is now included in the sample. Figure 3 presents the

one-week-ahead VIX forecasts produced using three indices only, for the GARCH model. To

be noted that the VIX reaches very high values during the financial crisis.

In Table 8 we compare the VIX forecasting performance of different models by calculating

the p-values of the SPA test based on three indices. When forecasting one-day-ahead VIX,

the p-values computed using the MSE and QLIKE loss functions for the GJR model based

on the FHS-VI method are equal to 1, indicating that we can not reject the null hypothesis

that this model is superior to the other models for one-day-ahead forecasts. On the other

hand, we find mixed evidence for longer-term forecasts. Using the MSE loss function, the

GARCH models based on the FHS-VI method for weekly and monthly forecasts are found

to be superior to the other models. However, when using the QLIKE loss function, the GJR

model and the NAGARCH model based on the FHS-VI approach are found to be superior

for weekly and monthly forecasts, respectively. It is also notable that the p-values based

on the Normal-VIX method are much smaller than those based on the FHS-VI. Overall,

for longer-term forecasts, the models based on FHS-VI outperform the models based on the

Normal-VIX method, but it is difficult to differentiate among the FHS-VI based models in

terms of superior predictive ability.
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4 Conclusions

In this study, we propose to estimate several different GARCH models by using filtered

historical simulations and a set of volatility indices. This approach produces estimates

using the empirical innovation density that can accommodate for nonstandard features,

such as negative skewness and positive excess kurtosis. To reduce the computational burden

of using option prices, we employ four well-established volatility indices, i.e., the VIX9D,

VIX, VIX3M and VIX6M, to do the calibration. We obtain that this approach dominates

the alternative estimation method which only uses the VIX index and assumes a normal

distribution, i.e., the Normal-VIX method. This outperformance holds both in-sample and

out-of-sample for most of the years; we perform several robustness checks that confirm our

results. Additionally, the parameter estimates are shown to be very stable compared to the

FHS-options method and significantly reduce the computational time. An empirical analysis

on the performance of our proposed estimation for option pricing would be a challenging

exercise that we leave for future study.
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Notes

1More details about the relationship between CBOE VIX and the daily conditional variance are discussed

in Section 1.3.

2See Hao and Zhang (2013) for other GARCH specifications under the LRNVR.

3The original VIX index, proposed by Whaley (1993), was the implied volatility of the at-the-money

(ATM) S&P 100 options. In 2003, CBOE introduces the new VIX index which is based on the S&P 500

options, and the old VIX is then renamed as VXO.

4When trading day count convention is used, τ = 252 and T = 22.

5See Christoffersen et al. (2009) for more details.

6Barone-Adesi et al. (2008) show that the flexible change of measure achieves a better pricing performance

than other competing GARCH option pricing models, such as the ad hoc Black-Scholes model introduced

by Dumas et al. (1998), the Heston and Nandi (2000) GARCH model, and the GARCH model with inverse

Gaussian innovations of Christoffersen et al. (2006).

7To be aligned with the model of Barone-Adesi et al. (2008), we also use 3,500 historical returns to

estimate the GJR GARCH model under the physical measure. Moreover, Bollerslev and Wooldridge (1992)

point out that a large sample size will ensure the consistency of the quasi-maximum likelihood estimation.

8Byun and Min (2013) show that, instead of just simply improving the goodness of fit, the estimated spot

variance can be treated as the true spot variance under the risk-neutral measure.

9In this study, we use the trading day count convention, as the innovation distribution is estimated with

trading days returns.

10Both Barone-Adesi et al. (2008) and Byun and Min (2013) calibrate risk-neutral GARCH parameters

using a cross-section of option prices, producing 20,000 and 50,000 simulation paths, respectively.

11The starting dates of VIX, VIX3M and VIX6M are 2 January 2004, 4 December 2007 and 7 January

2008, respectively.

12We follow the same criteria of Barone-Adesi et al. (2008) to sort data: (1) only use the out-of-the-

money European options since they are more actively traded than in-the-money options. (2) choose options

which mature in more than 10 days and less than 360 days. (3) only include options which cost more

than $0.05. (4) options with implied volatility value larger than 70% are excluded. This yields a sample of

882,009 observations in total. To compare with the FHS-options model, we choose the same start date as in

Barone-Adesi et al. (2008).

13Similarly, Kanniainen et al. (2014) also obtain that the NAGARCH model is better than the GJR model

for option pricing when using joint information on the VIX index and the S&P 500 returns.
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Table 5: Out-of-sample comparison of the VIX forecasts: SPA test

Year FHS-VI Normal-VIX

GARCH GJR NAGARCH GARCH GJR NAGARCH

Panel A: Evaluation by MSE

2011 0.081 0.066 1.000 0.002 0.003 0.008

2012 0.018 0.046 1.000 0.052 0.066 0.065

2013 0.235 0.249 1.000 0.000 0.019 0.032

2014 0.098 0.077 1.000 0.596 0.000 0.421

2015 0.002 0.005 1.000 0.012 0.000 0.000

2016 0.001 0.004 1.000 0.003 0.010 0.096

2017 0.026 0.064 1.000 0.329 0.076 0.000

Panel B: Evaluation by QLIKE

2011 0.425 0.306 1.000 0.000 0.000 0.000

2012 0.230 0.238 1.000 0.024 0.016 0.011

2013 0.275 0.377 1.000 0.000 0.001 0.001

2014 0.055 0.098 1.000 0.012 0.000 0.161

2015 0.243 0.302 1.000 0.020 0.003 0.000

2016 0.002 0.009 1.000 0.001 0.010 0.057

2017 0.018 0.072 1.000 0.331 0.094 0.001

Panel C. Overall 2011-2017, evaluation by MSE for different horizons

h=1 0.028 1.000 0.073 0.000 0.000 0.000

h=5 0.000 0.000 1.000 0.008 0.000 0.020

h=20 0.000 0.001 1.000 0.000 0.591 0.358

Panel D. Overall 2011-2017, evaluation by QLIKE for different horizons

h=1 0.263 1.000 0.011 0.000 0.000 0.020

h=5 0.003 0.005 1.000 0.000 0.000 0.001

h=20 0.000 0.000 1.000 0.000 0.080 0.205

This table presents the SPA test results for out-of-sample VIX forecasts under two different loss
functions. The SPA test statistic is used to test the null hypothesis that the benchmark model
is not outperformed by the competing models. Each column is considered as a benchmark
model whilst the other five models are the competitors. The values in bold are the highest SPA
p-value for the given year. The number of bootstrap replications to calculate the p-values is
10,000.
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Table 8: Out-of-sample SPA test results based on three indices

Horizon FHS-VI Normal-VIX

GARCH GJR NAGARCH GARCH GJR NAGARCH

Panel A. Evaluation by MSE

h=1 0.266 1.000 0.002 0.000 0.003 0.001

h=5 1.000 0.479 0.428 0.006 0.006 0.031

h=20 1.000 0.247 0.896 0.000 0.294 0.171

Panel B. Evaluation by QLIKE

h=1 0.032 1.000 0.007 0.000 0.000 0.000

h=5 0.637 1.000 0.178 0.000 0.000 0.005

h=20 0.532 0.036 1.000 0.000 0.049 0.082

This table presents the SPA test statistics for VIX forecasts obtained using two loss functions for
different horizons. The SPA test statistic is used to test the null hypothesis that the benchmark
model is not outperformed by the competing models. The benchmark model is given at the top of
the table. The number of bootstrap replications to calculate the p-values is 10,000. The values in
bold are the highest SPA p-values for a given horizon.
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Figure 1: The dynamics of the CBOE volatility indices between 03 January, 2011 and 29
December, 2017
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Figure 2: Out-of-sample comparison of the model VIX and the CBOE VIX
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Figure 3: Out-of-sample comparison of VIX forecasts obtained using Normal-VIX, FHS-VI
based on three indices, assuming GARCH, and CBOE VIX
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